CDCI[CpaHBHOG ar¢HTCTBO II0 O6pa3OBaHI/IIO

I'ocynapcTBeHHOE 00pa30BaTEIbHOE YUPEKAECHUE
BBICHIETO IPO(ECCHOHATBHOIO 00pa3oBaHus
«Ps3aHckuil rocynapcTBeHHbll yHuUBepcuTeT uMeHH C.A. Ecennna»

VYTBepxKAEHO Ha 3aceJaHUU Kapeapsl

repMaHCKUX SI3bIKOB M METOJAMKH UX
npernogaBaHus

npoToKoJ Ne oT

3aB. kadeapoit

YMK
10 TUCHHUIIMHE:

Jlexkcukonozusn aneauiickozo A3vlKa

s cnenuanbHocTH 033200 — «MHOCTpaHHBIN S3BIK € AONMOJHUTEIbHOMN
CNeUMAJTbHOCTBHIOY»

NHCTUTYT MHOCTPAHHBIX A3bIKOB

Kypc 3, cemectp 2

BCEr0 YacoB (8raouasn camocmoamenvuyto pabomy) — 80 (46)

CocraBuTesb: J0IEHT Kadeapsl TEpMAaHCKMX S3BIKOB M METOAUKH HX
npenoaasanus Buzayauna B.B.



Beimucka u3 'OC BIIO cniennansaoctu 033200.00 —
«HOCTpaHHBIN SA3BIK C JOTOJIHUTEIBHON CHIEIUATBHOCTHION,
JIII.®.04 Jlekcukonorus

[Ipeamer nekcukonorun. CIOBO — OCHOBHAs CTPYKTypHO-CEMaHTHYECKas
eauHuIa s3blka. Teopus 3Haka U cjaoBo. DyHkiuM cioBa. Jlekcuueckoe u
rpaMMaTHYeCKOE 3HAUYEHUE CJIOBA. THUIIBI JICKCHYECKUX 3HAYCHUH.

Ponb ceMaHTHUECKOM PBOJIIOIMU CJIOB B 00OOTAIEHUH CJIOBAPHOTO COCTAaBa.
MHOro3Ha4HOCTh ¥ OJHO3HAYHOCTH CJIOB. 3HAUEHUE U YIIOTPEOJICHHUE CIIOB.

Poib cioBooOpa3oBaHus B IOTIOJHEHUH CJIOBAPHOTO COCTARBA.

Ponp 3amMcTBOBaHMS B OOOTallleHUWH CJIOBAPHOTO cocTaBa. VCTOUYHUKHU
3aMMCTBOBaHUMU.

YcToliuuBeie clIOBOCOYETaHUs (Ppa3eosorndeckoro u Hedpa3eonroruaeckoro
xapaktepa. Knaccudukanus ¢ppazeosoruueckux eauHull.

Jlekcuueckre TUIacThl U TPYINBI B CIOBAPHOM COCTaBE S3bIKA M UX POJIb B
MPOIIeCCe KOMMYHHUKAITUH.

TepputopuanbHas u comnuaibHas auddepeHuuanus Jekcuku. Heomorusmel,
apXau3Mbl U UCTOPU3MBI.

Knaccudukamus cuHOHUMOB. TUIONOTHMS AHTOHMMOB U OMOHHUMOB.

OCHOBHBIE THUIIBI CJIOBAPEH.

AHHOTAIUA JUCHUTIJIMHBI
«JlexcuKomorust aHITMHUCKOrO fA3bIKa» — JUCHUIUIMHA, BXOASIIAs B OJIOK
npodeccruoHabHOM MOAroToBKHU Mo crenuaiabHocTh 033200.00 — «HOCTpaHHBI!
A3bIK C JOMOJHUTEJIbHOW CHEUHAaJbHOCTBHIO» (KBamupuKaMs «Y4UUTelIb
MHOCTPAHHOTO S3BIKAY).
Hear aucuuniauubl: chopMUpPOBATH y  CTYAEHTOB  COBPEMEHHOE
npejncTaBieHne 00 OOUIMX 3aKOHOMEPHOCTSX CTpOeHMs, (QYHKIMOHUPOBAHUS U



pa3BUTHs JICKCUKUA AHIIMUCKOTO fA3bIKAa B IIHPOKOM KOHTEKCTE MPOOJIEMATHKH,
pa3pabaTbiBa€MOi OT€UECTBEHHBIMH U 3apyOCKHBIMU SA3bIKOBEIAMHU.

3ajauu AMCUUIINHBI:

o dbopMHUpOBaHUE 1IEJIIOCTHOTO MPEACTABICHUS O CHUCTEMHOM XapakTepe
JIEKCUKH U O POJIU JIEKCUYECKUX KaTeropuil (CHHOHUMUU, aHTOHUMUH, TIOJTUCEMHUH )
B [IOCTPOCHHUH PEUH;

o (GbopMHUpOBaHUE COBPEMEHHBIX 3HAHMM O TaKUX AacleKTax CJIIOBApHOTO
COCTaBa aHIIMICKOTO SI3bIKA, KaK: TUIIbI JICKCUYECKUX €AUHUIL, UX CHelUpUYECKIe
CBOICTBA M CTPYKTypa, MOP(OJIOTHYECKUE, CUHTAKCUYECKHE U CTUIMCTUYECKHE
OCOOEHHOCTH €ro JIEKCUYECKOTO0 COCTaBa, 3aKOHOMEPHOCTU (YHKIMOHUPOBAHUS
CJIOB B aHIVIMICKOM JIMCKYpCE, HEOIHOPOAHOCTh CIOBAPHOTO COCTaBa aHIIIMHCKOTO
A3blKa W IYTH €ro pa3BUTUSA, JIMHTBUCTHMYECKHME METOAbl €ro HCCIEI0BaHus,
JIEKCUYECKas U BHESI3bIKOBAsI pEaJIbHOCTD;

o (GbopMHUpOBaHUE HABBIKOB KOPPEKTHOTO OIEHMBAHUS 3HAYMMOCTH KaXKJOTO
AIIEMEHTA B pEYeBOM (DYHKIIMOHUPOBAHHH.

Jli1s1 u3y4veHusi JAHHOM TUCHUNIMHBI HE00X0AMMbI 3HAHMSI TUC UL HBI
«BBeeHne B I3bIKO3HAHME).

Conep:kanne MUCUMILUIMHBI: JICKCUKOJIOTHS AHIJIMHCKOTO S3bIKA. AKILEHT
JieaeTcsl Ha U3YYeHHH CIelM(UUEecKUuX CBOWCTB PAa3IUYHBIX Pa3psI0B JIEKCHKH.
Oco0oe BHUMaHUE YHEISIETCS COYETAaHMIO TPAJAMIMOHHBIX B3MNISJOB Ha
paccMaTpuBaeMblii Marepual ¢ UX MOCJIEIYIOUUM pa3BUTUEM B paMKax
KOTHUTHMBHOI'O HAIIPABJICHUSI B COBPEMEHHOW JTUHTBUCTHUKE.

CTpykTypa IMCUMILINHBI:

Kypc coctout u3 cemu Moayieii:

Monynb 1. CioBO Kak 0OBEKT JIEKCUKOJIOTUH.

Monyins 2. JIekcuueckasi CEeMaHTHKA.

Monyns 3. CnoBooGpazoBaHHe.

Monyinb 4. ITUMOJIOTHS.

Monyis 5. @pazeonorus.

Monynsb 6. [luddepenimanus JIeKCUKH.

Monyns 7. Jlekcukorpadusi.

B pe3syJsbrare n3yueHusi 3TOH AMCHMILVIMHBI CTYAEHT J0JIKEeH:

3HATD:

- OCHOBHBIE TIOJIOXKEHHUS TEOPUU JIEKCUKOJIOTHMU AaHIJIMUCKOTO SI3bIKA,
COCTABIISIIOIIME OCHOBY TEOPETHUYECKOW M MPAKTHUECKOM MpOoQecCcroHaIbHOM
MOJTOTOBKM IpernoAaBaTesiell aHIIIMICKOTO SI3bIKa;

- 0COOEHHOCTH (DYHKLIMOHUPOBAHMS SI3BIKOBBIX CPEACTB, MCIIOJIb3YEMBIX B
pa3HBIX THUMAX JUCKypca Ui JOCTHXKCHHUS ONPEICICHHBIX KOMMYHUKATHBHBIX
3azay;



- CTWINCTUYECKUE U TUAJIEKTHBIE 0COOCHHOCTH AU(PEpEeHIINAIINN JICKCUKH
Ha OCHOBE IMOHATHS JTUTEPATYPHON HOPMBI,

- pasIUYHBIE KYIBTypHO-CIEIU(PUIECKAE CIOCOOBI KATErOpHU3alNHu |
KJIacCU(pUKAIMN 0ObEKTOB U SBICHUH JCHCTBUTEIHHOCTH.

YMETHh:

- IPUMEHSATDH TOJIYYCHHBIC TCOPETUUCCKHUE 3HAHUS Ha MPAKTHKE B MPOIIECCE
MEXKYJIBTYPHOU KOMMYHHUKAITUH;

- paboTarh C HayYHOW IJIUTEPATypOH, aHATUTUYECKH OCMBICIHBATH U
0000111aTh TEOPETUUECKUE TOTOKEHUS;

- COIIOCTABIIATh PA3JIMYHbBIC TOUYKH 3PEHUS M OOBSCHATH CXOACTBA U OTIIMYUS
B MO/IX0JIaX K MpobiiemMe;

- CPaBHHMBATh pPa3INYHbIC NCPUHUIIUN OCHOBHBIX MOHITHH JICKCUKOIOTHU H
JaBaTh CBOM OTIPECIICHUS;

- CTpOUTh OOBSCHUTENHHOE BBICKa3bIBAaHWE IO HAydyHOW MpodIeme,
OIHpPAsCh HA MMPOYNTAHHBIN MaTepua;

- CaMOCTOATEIBHO CTaBUTh WCCIEJOBATEIbCKUE 3aJaud W HAXOAWTh
aJICKBaTHBIC METOJIbI X PEIICHHUSI;

- aHAJM3UPOBATh BOKAOYISAP C TOYKU 3PEHUS €T0 COIMAIBHON M JOKaIbHOM
cTpaTtudUKaInm;

- OpPUEHTHPOBATHCS B HWHOS3BIYHBIX peaTUAX, MPHUBICKAas HEOOXOIHMBbIC
(hOHOBBIC 3HAHUS;

- OICHWBaTh M CPAaBHHMBATh pa3U4YHBIC KYJIBTYphl C  ITO3HIHH
OO0IIIeYeIOBEYECKIX [IEHHOCTEH.

BJIAJIETD:

- OCHOBHBIMHU METOJIaMHU W TIPHEMaMH JIMHTBUCTUYECKOTO aHaIM3a JICKCUKH.

DopMbI KOHTPOJISA: UTOTOBBINA TECT, SK3aMEH

KuawueBble ciaoBa: lexicology, word, vocabulary, language, borrowing,
dialect, dictionary, etymology, free word combination, homonymy, lexicography,
meaning, morphology, motivation, native word, nomination, phraseological unit,
polysemy, semantic change, semantic field, semantic structure, sense relation,
stylistic differentiation, variant, word formation.

Benymmue npenoxaBaresiu:

notl. kadenpsl I'S u MII, kaun. dunon. nayk Buzayruna B.B.,
acc. kadeapsl 'Sl u MII Tumoea A.B.



Conep:kanue JUCUUNIUHbBI
«JIeKCHKOJIOTHS AHTVIMHCKOTI0 A3BLIKA)

MOAVIIB 1. CJIOBO KAK OBBEKT JIEKCHUKOJIOT'NHA

Tema 1. Jlexcukonocus xaxk auHe8UCmMu4ecKkas auCI/ﬂ/ll’lJZMHCZ.
Cnoeo kax ocHosHas eOuHuL;a a3vika. Jlexcuueckas HOMUHAYUA

JIekcuKoJiorus 0611135{ N 4YaCTHaid, HUCTOpHUYUCCKAA W OIMCATCIbHAA,
MNpUuKiIagHas U COIIOCTABHUTCIIbHA. Hpe)IMeT JIEKCUKOJOI'MH, €€ CBA3H C APYTUMH
YaCTHBIMHU JIMHI'BUCTHYCCKHUMH JUCHUIIIIMHAMH ((i)OHCTHKOﬁ, FpaMMaTHKOﬁ,
CTHJIMCTUKON U HCTOpHeﬁ SI?)BIKa). CHOBapHBIﬁ COCTaB KaK CHUCTCMaA JICKCHYCCKHUX
CANHMUII. Jlekcuueckue CANHHNIIBI A3BIKA. C0BO Kak OCHOBHAas CTPYKTYPHO-
CEMaAaHTHYECKadA €aMHHIA fA3bIKA. Teoplm 3JHAKA U CJI0BO. q)yHKIII/II/I CJ10Ba.
Tuner n BHUbI SI3BIKOBOM HOMUWHAaN . BHYTpeHHSIH M BHCHIHAA JICKCHMYCCKasA
HOMUHaNU:AI. HepBI/I‘{HaH N BTOpUYHAA JICKCHUYCCKAsl HOMUHAIIHA.

MOAVIIB 2. JEKCUYECKASA CEMAHTHUKA

Tema 2. Ilpupooa 3nauenus cnosa.
Cnocobvl cemanmuuecKkol Kiaccugukayuu 1eKCuKu.

Cemanmuyeckue 853U C108 8 IeKCUYECKOll cucmeme aHeauUCKo2o sA3blKd

Cemantuka. OcCHOBHBIE TIOOXOABI K 3HAUEHHUIO CJIOBA. J3HAYCHUSA
JEKCUYECKUX CIWHUIl. 3HAYEHUs CJIoBa U MPOOJIEMbl JICKCHYSCKONH HOMHHAIUU.
Jlekcnuyeckoe, rpaMMard4ecKoe U JIEKCUKO-IPaMMaTUYECKOE 3HAYEHUE CJI0BA.
Tunpl JeKcnyeCKUX 3HAUECHU.

Jlekcuyeckue mJIacTbl U IPyNnbl B CJOBAPHOM COCTaBe fI3bIKA M HX
poJb B mpouecce KOMMYHUKamuM. CeMaHTMYECKHME TIONSI M JIEKCUKO-
CEMaHTUYECKHUE TpymIbl cioB. [[apagurmMaTnyeckue CBsI3M MEKAY OJHOPOIAHBIMH
JIeKcuueckuMu eauHunaMu. CuHTarMarudecKhe OTHOIIEHHMS B JIMHEHHBIX
KOMOMHAIUAX JICKCHYECKUX €IUHUIL. [ UIMepo-TUMOHUMUYECKUE PSAbl U TPYIIIIhI
cioB. CHHOHUMHS U KJaacCH(PUKAUUs CHHOHUMOB. AHTOHUMHUS U THUIOJOTHS
AHTOHMMOB.

Tema 3. Ionucemus u oMOHUMUA. UX UCMOYHUKU U KIACCUDUKAYUU.
Cemanmuyeckas cmpykmypa cioéa

Omonumust u nonucemusi. CeMaHTHYECKasi HEOAHO3HAYHOCTh M €€ THIIBI.
Pazrpanuuenue noauceMMd M OMOHUMHUHU. [lyTH CTAaHOBIEHUS WU THIOJOTHUA
OMOHHMMOB B AHIVIMKUCKOM si3bIK€. CMBICTIOBasg CTPYKTypa CIOBA B COBPEMEHHOM



AHIVIMMCKOM s3bIKe. Posib ceMaHTHYeCKOH JBOJIIOIMH CJOB B 000rameHHH
CJIOBAPHOI0 cocTaBa. MHOI03HAYHOCTh M OJHO3HAYHOCTH CJIOB. 3HAYEHHE U
ynorpebsienue cjgoBa. Meragopa U METOHMMHUSI KaK KOTHUTHUBHBIC MEXaHU3MBbI
co3faHus HOBBIX 3HaueHui. KonmentyanbHas Teopus Mmetadopsl. Meradopa B
HMCTOpUYECKOM acrekre. Mcropuyeckas HM3MEHUYHUBOCTh CMBICIOBOM CTPYKTYPBI
cioBa. J{luaxpoHHas kiaccupuKaIus TUIIOB JIEKCUYECKUX 3HAYCHUH.

MOAVIIB 3. CJIOBOOBPA3OBAHUE

Tema 4. Cnogoobpazosarnue cogpemMeHn020 aH2IULCKO20 A3bIKA.
OcHosHble cnocobbl c1086000pA308aHUSL.
Agpukcayus, cnosocnoxcenue u Kongepcus

CrnoBooOpa3zoBarenbHast CTpykTypa cioBa. Poab cj0BooOpasoBanusi B
MONOJTHEHU N CJIOBAPHOIO cocTraBa. [TpuHIMIBI u METO/IbI
CJI0BOOOPA30BaTEIbHOIO aHAJIM3a U OCHOBHBIE COCTABJISIONIME JE€PUBALMOHHOM
CTPYKTYphI cioBa. [loHsTHE MPOW3BOAHON OCHOBBI, THUIIOJOTHUS JE€PUBALMOHHBIX
OCHOB B COBPEMEHHOM AaHIIIMUCKOM s3bIKe. [IpOAYKTMBHOCTH M YaCTOTHOCTh
CJI0BOOOpa30BaTENbHBIX MOJIETIEH W CIOBOOOPA30BATENbHBIX CPEACTB  Kak
oTpakeHHe X (PyHKIMOHAIBHOTO aCTIEKTa.

Addukcamnus (npeukcanus u cypdukcarms). CeMaHTUKA 1€pUBALIMOHHOTO
adduxca. MHOrO3HAYHOCTH U OMOHUMHMSI I€pUBALMOHHBIX addukcoB. [IpuHIUTIBI
kiaccudukauu ahhrukcos.

CrnoBocnoxenue. OCHOBHbIE OCOOCHHOCTH OOpPa30BaHMS CIOXHBIX CJIOB B
aHIIMICKOM si3bIke. KpuTepuu ClI0XHOrO CJ0Ba, CTPYKTYpHasi U CEMaHTHUYECKas
COOTHOCHUTENIBHOCTh CJIOKHBIX CJIOB U CBOOOJHBIX CJIOBOCOYETAaHUI B aHIIIMHCKOM
a3bike. [IpuHIUIBI K1acCU(pUKALUU CIOKHBIX CIOB.

KonBepcusi. PaznuuyHoe mnoHMMaHWe NpUpPOnbl KoHBepcuu. Kpurtepuu
BHYTpEeHHEl Npou3BogHOCTH. CeMaHTHYECKUE OTHOIICHHUS MpPH KOHBEPCUHU Kak
KpUTEPHI OIpe/iesieHrs HallpaBiIeHUs IPOU3BOJHOCTH.

Tema 5. BmopocmenernHvie cnocobwl c108000pazo8anus

BropocTtenennpie cmocoObl CI0BOOOpa30BaHMS: WX POJb B IOMOTHEHHUH
CIIOBAPHOTO  COCTaBa  AHDIMWCKOTO  s3bIKa.  AOOpeBHamms,  yCEYeHHE,
CIIOBOCIIO’KEHHE C COKpAaIlleHUEM OCHOB, oOpaTHoe cioBooOpa3oBanue. [Ipobiema
cTaryca abOpeBHaTyp U YCECUCHHBIX CJIOB.

MOAVIIb 4. STUMOJIOTI'UA



Tema 6. Omumonocuueckas xapakmepucnmuka cl1o6apHoco cocnmaesd
AHSAUUCKO20 A3bIKA. 3AUMCMBOBAHHAS U UCKOHHAS JIEKCUKA 8 AHTIULICKOM S3blKe

ODTUMOJIOTUYECKAs XapaKTEPUCTUKA HOMUHATUBHBIX E€IUHMI] AHIIIUHACKOTO
a3bIka. Poib 3auMcTBOBaHHMA B 000ralieHMH CJI0BAPHOI0 COCTABA AHIIUKWCKOIO
sa3blKa. Pa3HOPOMHOCTH  AHMIIMHMCKOTO  CJIOBaps C TOYKHA 3pPEHUS  €T0
OTUMOJIOTMYECKOTO  COCTaBa.  YCIOBHOCTH  TEPMUHOB  «UCKOHHBIM» U
«3aMMCTBOBaHHBIN». CJIOBa aHINIOCAKCOHCKOTO IMPOUCX0XKAECHUS B COBPEMEHHOM
aHruickoM  si3pike. UMceTouHmku 3amMcTBoBaHMii. OcoOblif  cTaryc ClOB
POMAHCKOTO MPOUCXOXKJIECHUS B JIEKCUKOHE AHIJIMHUCKOTO  si3bIKa. Buubl
3aMMCTBOBaHMN. ACCUMWIAIMSA  3alMMCTBOBAHMII B  CJIOBApPHOM  COCTaBe
AHIJIMMCKOTO SA3bIKA.

MOAVIIB 5. ®PA3ZEOJIOI' A

Tewma 7. Teopus cnosocouemanus. Tunvl cnosocouemanuil.
Dpazeonozus cOBPEMEHHO20 AHSTUUCKO20 A3bIKA

Ponb cuHTarMaTuku B M3yYEHHUM CMBICIOBOM CTPYKTYpbI CJIOBA. 3HAUYCHUE
CJIOBa W MOJEIb CJIOBOCOYETAaHUs. Teopusi BAJEHTHOCTH M OCHOBHBIE THIIbI
CIIOBOCOYETAaHMM B  COBPEMEHHOM  aHIIMHMCKOM  si3bike.  CBOOOIHBIE
CJIOBOCOUYETAHUA U (PPa3eoJOrnyecKue eIUHUIIbI. YCTOHYUBbIE CJIOBOCOYETAHUSA
(¢paszeosiornueckoro ¥ He(pa3eoOruH4YeCKOro Xapakrepa, ux OTIUYUTEIbHBIE
MpU3HAKU. Pa3sHOPOJHOCTh YCTOWYMBBIX CJIIOBOCOUYETAHUM B COBPEMEHHOM
AHIJIMMCKOM $I3BIKE, UCTOYHUKU YCTOWYUBBIX coueTaHuil. Dpa3oBbi€ IJarojbl B
COBPEMEHHOM AHIJIUMCKOM SI3BIKE. [IpoGnema SKBUBAJIEHTHOCTH
¢bpaseonornueckod eaIMHUIBI W cioBa. Dpaszeonoruyeckas yCTONYUBOCTb.
Knaccupuxkanus ¢Ppaseonormyeckux eamHun. HanuoHanbHO-KyIbTypHas
cnenuduka CeMaHTUKH (PPa3eoOrHYecKUX CIWHHUI] B AHTJIUHUCKOM U PYCCKOM
SA3bIKAX.

MOAVIIb 6. JMODPEPEHIIMALNMA JIEKCUKHU

Tema 8. Cmunucmuueckas cmpamugukayus cr08apHo2o cocmaea
AH2IUUCKO20 A3bIKA

OOmast xapaKTepUCTHKa CIOBAPHOIO COCTAaBa COBPEMEHHOI'O AHITIMHCKOTO
a3pika. Crunuctuyeckue perucTtpbl. M3MeHeHne ClI0BapHOro CcocTaBa Kak
COLIMOJIMHTBUCTUYECKOE siBIeHUE. [cnosb30BaHME AHIIMHCKOM JIEKCHMKU B
MUCbMEHHOM  JUTEpaTypHOM  peud  (apXam3mbl, HWHOCTpaHHbIE  CJIOBa,



TEPMHUHOJIOTUS) U B YCTHOM pAa3rOoBOpPHOWM peuH (CIEHTU3MBbI, BYJIbIapU3MBbI,
IuaneKTu3Mbl, npodeccruoHanu3Mbl). Heonoru3msbl 4 MCTOPU3MBL.

Tema 9. Jluanexmuas oughghepenyuayus crosapnozo cocmasa u 0CHOBHblE
gapuanmsl aHeIUNUCKO20 A3bika. OcobeHHOCmU CIO8APHO20 COCMABA
AH2NULICKO20 A3bIKA 3a npedenamu Benukobpumarnuu

TepputopuanbHasgs u  couuajbHasg U depeHUNANUA  JIEKCUKH
COBPEMEHHOI'O AHIVIMMCKOro s3blka. Jlekcnyeckue OCOOEHHOCTH AHITIMMCKOTO
a3pika B CIIA, Ascrpanuu, Kanage u aOpyrux cTpaHax pacnpOCTpaHEHUs
AHITIMHCKOTO A3bIKA, 170.4 HUCTOPUYECKAs 00YCIJIOBIEHHOCTh "
B3aMMOITPOHUKHOBEHUE.

MOAVIIB 7. JEKCUKOI'PA®IA

Tema 10. Jlexcuxoepaghus anenuiickoeo s3vika

Jlexcukorpadus Kak ofHa U3 00JacTel MNPUKIATHON JIEKCUKOJIOTHH.
[MpuHuunel  ki1accupukKaluyu CcjaoBapeil W OCHOBHBIE MapaMeTphl  CIIOBaps.
OcHOBHbIE THNbI aHIIMHACKUX cJioBapeil  (TOJKOBBIE, CHUHOHUMHUYECKUE,
(bpazeonoruueckue, 3TUMOJIOTHUYECKUe, uaeorpaduyeckue, oTpacieBble, ClIoBapH
HOBBIX CJIOB, yueOHbIE clioBapu u Jip.). Hanbonee n3BecTHbie cepuu OPUTAHCKUX U
aMEpUKAHCKUX CJIOBapei pas3HbIX TUMOB. Hambosnee ymorpeOuTenbHbIE TOJIKOBBIE
cinoBapu. [IpuUHIUIIBI TMOCTPOCHHS TOJKOBBIX clioBapei. OTOOp CIIOBHUHKA,
CTpPYKTypa cioBapHoOil ctarbl. OCOOCHHOCTH TOCTPOEHHUS YYEOHBIX TOJKOBBIX
aHIIOA3BIYHBIX cioBaped. ClIoBapu COYETaeMOCTH, OCOOEHHOCTH UX MOCTPOECHUS.
XapaKkTepuCTUKa HOBOTO TOKOJCHUS Y4YEOHBIX AaHIVIOA3BIYHBIX CJOBaped ¢
KYJIBTYPOJIOTHYECKUM KOMIIOHEHTOM.



TEMATHYECKHWH IIJIAH

Tem

Bcero
4acoB

B ToMm uncne
ayIUTOPHBIX

Camocroste
JIbHAS
paborta

BCCI'O

JICKIIUA

CEMHHap

CiaoBo Kak
00bEeKT
JeKCHKOJOTUH

8

4

2

Jlexcukonorus
KakK
JIMHTBUCTHYECKA
s TUCHUILINHA.
C110BO Kak
OCHOBHas
SIMHUIIA SA3BIKA.
Jlexcuueckas
HOMUHAIHA

Jlekcnueckas
CEeMAHTHKA

18

10

IIpupona
3HAYCHMS CJIOBA.
CriocoOsbI
CEMaHTHYECKOH
KJaccupuKaum
JICKCUKH.
CeMaHTHUECKHUE
CBSI3H CJIOB B
JICKCUYECKOM
cucTeMe
aHTTIMICKOTO
sI3bIKa

10

ITonmucemus u
OMOHHMHMUS: UX
WCTOYHHUKHU U
KJ1accuduKaIum.
CemaHTHUECKas
CTPYKTypa CJoBa

C10B000pa3oBa

16

10




HHUe

CnoBooOpazoBa
HUE
COBPEMEHHOTO
AHIJIMHACKOTO
SI3BIKA.
OcHOBHBIE
CIIOCOOBI
CJI0BOOOpa30BaH
.
Addukcarus,
CJIOBOCJIOKEHUE
1 KOHBEPCHS

10

Bropocrenennbl
€ CIocoObI
CJI0BOOOpa30BaH
us

DTHMOJIOTHUS

OTUMOJIOTUYECK
ast
XapaKTepUCTUKA
CJIOBAPHOTO
cocTaBa
AHIJIUMCKOTrO
SI3BIKA.
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Lectures on Lexicology

Lecture 1. The English Word

GOALS:
» to give and explain the most important characteristics of the word;
» to differentiate between different types of motivation;
» to look at the word from different perspectives.

1. The units of language.
2. The word as the basic unit of language.
3. The major issues of lexicology.

Language is viewed as a system within which there is a hierarchy of levels,
units of one level being composed of sequences of units of the level below. Some
scholars define these levels in terms of the following units:
morpheme, word, phrase, clause, sentence. Others add text on top of this list. But
the question whether «Text» can be regarded as a unit of language is still
debatable. Not all linguists include «clause» in the list. But most scholars agree
that «phoneme» does not belong to the units of language. Why? Each of the above-
mentioned elements is two-facet: it has both meaning and form.

Why is the word the basic unit? To answer this question we have to briefly
consider all the other units.

The morpheme is the smallest meaningful unit, but it cannot be used
separately, it is always a part of a word, and, thus, it does not possess integrity.
(Examples).

Both the phrase and the sentence consist of words. One of their chief
characteristics is substitutability: we can substitute words preserving the same
structure:

an exciting novel I was reading an exciting novel.

a dull story I was looking through a dull story.

In our speech we create new phrases and sentences choosing the appropriate
rules of combining words among the syntactic rules of the language we speaking.
We can change the order of components within certain limits provided by those
syntactic rules. These units are not internally stable.

The text has even a vaguer structure. Each text produced by a speaker is unique.
Creating a text we use some common strategies, but the outcome depends not only



N AW -

on the rules of language, but on many other factors related to the communicative
situation, the personality of the speaker/author and the addressee.

II. What characteristics make the word the central unit? This question leads
us to the problem of defining the word. It is always hard to give definitions to basic
elements, the word being no exception.

A word is a unit of language that carries meaning and consists of one or more
morphemes Which are linked more or less tightly together. (Wikipeadia)

Joanne Kenworthy in her book «Language in Action» gives a very interesting
example of how children understand the phenomenon of «word».

«The teacher asked the children to try to make up as many words as they
could from the letters in the word «orchestra.
James: I’ve got nine words!
Teacher: Who can find another one?
P’ve got! C-r-e-t.
«cret»? «Cret» isn’t a word.
..... no.... but I could make it mean something.
Could you? Then would it be a word?
Well ... if I told everybody what it meant.... yes.
What essential characteristics of the word does this dialog reveal?

z

Irina Arnold defines_the word as the basic unit of a given language
resulting from the association of a particular meaning with a particular group of
sounds capable of a particular grammatical employment. As we can see, there are
three facets to the word: semantic, grammatical and phonological. There are other
definitions of the word. E.g.: A word is a unit of language that carries meaning and
consists of one or more morphemes Which are linked more or less tightly together.

There are several criteria that are usually used to identity a word.

1)  the orthographic criteria: a word is a written sequence which has a
white space at each end but no white space in the middle. Ice cream.

2)  The phonological criteria: a word is a piece of speech which behaves
as a unit of pronunciation. But the criteria for pronunciation vary from language to
language. (Russian — English).

But, probably, a more productive way to understand what the word is, will
be an attempt to make a list of its most important characteristics.

is the basic unit of language;

is a unity of form and meaning;

is composed of one or more morphemes;

can enter syntactic structures;

is an indivisible unit: cannot be cut into pieces without a disturbance of
meaning (as a molecule);

is positionally mobile (permutable with other words in the same
sentence);

is internally stable (the order of its components cannot be rearranged);



8 is separable (easily separated from other words in speech);

9 possesses semantic integrity.
The last characteristic demands clarification. Let us once again compare the word
and the phrase.

A dull story work - er
an exciting story writ - er
an old story report - er

At first sight the components of these units are substitutable, but this not quite so.
Why?

Integrity is the most important characteristic of the word, which enabled
Sapir to compare the word with a molecule and Tsherba with a brick.

The famous Russian scholar professor Smirnitsky in his theory of the word
focused on two major problems related to the integrity of the word: 1) the problem
of separateness of the word (otmenbHocTh) and 2) the problem of identity of the
word (ToxIecTBa).

What is the word in segment of speech? Why is it easily separated from
other words? As a unit of the vocabulary system the word is also the unity of all its
forms and meanings. Most words in language are polysemantic (have more than
one meaning). They reveal these meanings in different contexts. «John Smith gave
me a book» and «John Smith gave us classes». These sentences present the word
«givey in different meanings, but we still recognize the word as the same unit.

Each word has a certain paradigm of forms within which the speaker
composing phrases and sentences can choose: «play-plays- played - playing». «She
plays the piano» and «She played the piano» Each word is a unity of all its
grammatical forms.

In the flow of speech we can come across similar sound combinations with
the same meaning which are not words. Let us compare: «nose» and the
component «-nose-« in the word «long-nosed». The word «nose» can be used in
the plural «noses», the component «-nose-» cannot.

D The word is an entity. To understand the idea better we can refer to
the dialog between James and his teacher: «if I told everybody what it meanty.
Different speakers using the same word of the same language can easily
understand each other because they recognize this combination of sound as a
meaningful integral unit. The word as an entity is closely connected to its
recurrence (frequent repetition) as a unity of form and meaning and to its being
part of the vocabulary system of language.

Often linguists use the term lexeme. The term has slightly different meanings in
Russian and in English. In English: is an abstract unit and it must be represented in
speech or writing by one of the possibly several forms it can assume for
grammatical purposes. In Russian: a lexeme is a word as unity of all its meanings.
One form: one meaning = a lexical semantic variant.

Another important characteristic of the word is yet to be discussed. Words
are arbitrary signs. It means word forms bear no direct relations to their meanings.
If they did, languages would be more alike. According to Ferdinand do Saussure,



the feature of arbitrariness represents an essential characteristic of all real
languages. Nevertheless, in all languages there are clear cases of onomatopoeia -
i.e., the occurance of imitative words, such as «whisper», «snorey», «slap», etc.
Onomatopoeic words are rather similar in shape through different languages:
French «coucou», English «cuckooy», German «Kuckkuck» directly mimic the call
of the bird. English «dingdong» and German «bimbam» share several sound
features in common that partially resemble the clanging of bells. This phenomenon
is also called «sound symbolismy». These words, however, are a very small part of
the vocabulary of any language. For by far the largest number of words in a
language there is no direct association between sound and meaning. English
«horse», German «Pferd», Latin «equus», and Greek «hippos» are all unrelated to
the animal so named. Vocabulary has to be largely arbitrary, because the greater
part of the world of man’s experience is not directly associated with any kind of
noise, and it is a fact of history and biology that sound and not the material of some
other sense is the basis of human language.

But a word can be motivated as a unit of language, b y its relations with
other units in the system of language. Morphological motivation, semantic
motivation.

A word as a language unit can be looked at from three angles: semantic,
syntactic and pragmatic. The semantic facet of the word shows its connection to
the real world. The syntactic facet shows a word in its connection with other
words. The pragmatic facet shows the link between the word and the user.

III. Considering the vocabulary of a language scholars focus on a few

major domains within which all the most important issues can be examined.
1) Meaning of the word. There can be different approaches to the stratification of
language as a system. Stratification in terms of units has already been considered at
the beginning of the lecture. In terms of linguistic universals the theory of language
must embrace three domains: pragmatics (the study of the language user as such),
semantics (the study of the elements of a language from the point of view of
meaning), and syntax, the study of the formal interrelations that exist between the
elements of a language in speech. Thus, certain authors speak of three levels: the
phonetic, the syntactic, and the semantic level. The word can be studied within
each of these domains. Lexicology, or the study of lexicon, except for borderline
investigations, does not include pragmatic or syntactic matters in the sphere of its
interests. It is the semantic level on which modern lexicology tries to find answers
to the most important questions. These questions are: «How is the meaning of
words encoded in a language?», «<How is the meaning to be determined?», « What
are the laws governing change of meaning?». The last question is a matter of
diachronic study, as it is concerned with the development of language. Synchronic
study restricts its investigation to the state of a language at a given time.

Meaning as a key concept in linguistics is hard to define and can be viewed
from different angles.

1)  Relationships between words within the vocabulary system. They are
different from interrelationships between elements within a sentence, the former
being systemic, or paradigmatic, the latter being linear or syntactic. John Lyons



described the relationships of words with each other as a «web of words». Most of
the them are sense relations, i.e., they have to do with meaning, others involve both
meaning and form. As you can see, meaning is really a focus of many
investigations.

2)  Another domain of vocabulary studies is the expansion of vocabulary.
There two major ways of expanding the lexicon of a language: borrowing and
word formation. The matters related to borrowings vs. native words are examined
by etymology, the branch of linguistics that studies the origin of words. Word
formation can be also regarded as a separate branch of vocabulary studies, whose
goal is to discover and make explicit various ways and patterns of creating new
words.

3)  As a system vocabulary has several subsystems or areas. When we
select words we make choices within a certain area trying to convey our thoughts
as adequately as possible. We can use more or less formal words, slang, or may
need a term. We sometimes fail to find an appropriate word and we create a new
one. The lexicon of any language can be described in terms of different strata or
groups of words. Such investigations often border on pragmatics, because our
choice largely depends on the communicative situation.

4)  And last, but not least, vocabulary studies include the sphere of set
phrase, or idioms: fixed groups of words with a special meaning which is different
from any meanings of the individual words. In speech idioms behave as integral
units which makes them similar to words.



Lecture 2. Word Meaning

Goals: students will learn to
e Look at word meaning from different perspectives;
Explain the differences in different theories of meaning;
Look at word meaning as a structure;
Analyze word meaning with the help of componential analysis.

1. In terms of linguistic universals the theory of language must embrace
three domains: pragmatics (the study of the language user as such), semantics (the
study of the elements of a language from the point of view of meaning), and
syntax, the study of the formal interrelations that exist between the elements of a
language in speech. The studies of lexicon, except for borderline investigations, do
not include pragmatic or syntactic matters in their sphere of interests. It is the
semantic level on which vocabulary studies try to find answers to the most
important questions. These questions are: «How is the meaning of words encoded
in a language?», «How is the meaning to be determined?», «What are the laws
governing change of meaning?», etc. (The last question is a matter of diachronic
study, as it is concerned with the development of language. Synchronic study
restricts its investigation to the state of a language at a given time).

The definition of word meaning is by no means a simple task. E.g.,
Bloomfield thought that semantics was the weak point in the scientific
investigation of language, because meaning has always to do with the world of
experience, and it is the task of other sciences to describe the universe. In his
textbook «Language» he defined the meaning of a linguistic form as «the situation
in which the speaker utters it and the response which it calls forth in the hearer».
Meaning of a word can be understood only by observing the situation (the event) in
which the word was used. In his opinion, meaning can be defined in terms of
stimulus - response, but the branches of linguistics which deal with communicative
situation did not have enough data. So, as he thought, linguistics should
concentrate upon the directly observable and leave the exploration of «meaning» to
other sciences. As a result, for some 30 years after the publication of Bloomfield’s
textbook, the study of meaning was almost wholly neglected by his followers.

This approach to meaning is founded on the idea that words denote objects
and, thus, meaning 1is reference (connection) to objects. That was



oversimplification of relationships between language and the world of reality. Two
words may denote the same object or phenomena, or, in other words, they may
have the same referent, and have different meanings: «hurt» and «ache», «sunny»
and «solar». Besides, in any language there are many words that seem to have no
referents: «although», or «however». In fact, the majority of words seem unable to
be related to things, in any clear way.

Some scholars made an attempt to investigate meaning as the function of its
employment. Not all words refer to something, they said, but what is common to
all words without exception, is that people use them in speech. Consequently, their
meaning may be nothing more than the restrictions, rules, and regularities that
govern their employment. To understand the role of a word in an utterance is to
know its meaning. Ludwig Wittgenstein stressed in one of his works that «the
meaning of a word is its use in the language».

All these ideas do not help us very much to understand the idea of meaning.
Another proposal that attempts to solve the problem of definition of meaning is to
say that words refer not to objects, but to notions, or concepts, or thoughts. For
every word is an associated concept. There is a relationship of reference, but it is
indirect. This indirect reference can be presented with the help of a semiotic
triangle (Ch. Ogden & I. Richards).

Reference indicates the realm of memory where recollections of past
experiences and contexts occur.

Referent is the object that is perceived and that creates the impression stored in the
thought area.

Symbol is the word that calls up the referent through the mental processes of
reference.

The problem is that the content of a word is not identical to the content of
the corresponding concept or notion. There is no one-to-one correspondence. A
concept is a reflection in mind of real objects and phenomena in their essential
features and relations. But very often it is difficult to identify it. We do not have
neat visual images corresponding to every word we say. The famous Russian
linguist Ye. Kubryakova suggests that «a concept» be understood in a broader way:
as a unity of all kinds of mental representations related to the word in a person’s
mind: ideas, images, associations, etc.

Meaning is a conceptual (information) structure in an individual’s mind. It is
a structure imposed on our knowledge about the object designated by the word, on
the ideas, images, associations, which the word evokes in the minds of language
speakers. Meaning is a mental representation that may be structured and organized
in different ways.

A representation is not a copy or mental picture stored as such. Nothing can
be ever represented in full and faithful detail. People function and interact with
their surroundings. What we learn from experience is organized along several
dimensions. The result of this work of mind is different kinds of schemata.

Another attempt to solve the problem is to switch semantic research from reference
to sense, or to the way people relate words to each other within the framework of
their language. The meaning of a word can not be studied in isolation, without



establishing links with other words, especially with those which are related to it in
this or that way.

2. Although no satisfactory definition of «meaning» has yet been given,
linguists have identified certain paths of semantic research.

The semantic structure of a word can analysed along the following lines.

® main vs. minor meanings;

e original meaning vs. derived meanings;
e denotative vs. connotative meaning;

e lexical vs. grammatical meaning;

e intensional vs. extensional meaning;

e dictionary vs. contextual meaning.

Denotative meaning is cognitive, it conceptualizes and classifies our
experience. Of course, any speaker may have his/her own idea of an object or
phenomenon. Our idea of «the sun» ,e.g., is different from the idea of an
astronomer, etc. However, all members of a language-speaking community share
certain knowledge of the universe and there is more in common in their mental
representations than there differences.

Many words do not simply denote things or ideas, they express the speaker’s
attitude to them. Belyayevskaya distinguishes between three types of connotative
meaning: emotional, evaluative and intensifying. A word may denote an affection,
or feeling, and then the emotional connotation is intrinsic to its semantic structure.
A word may acquire emotive components due to frequent use in certain emotional
situations. Evaluative connotation expresses approval or disapproval («wicked»).
Words that are used to exaggerate possess intensifying connotation. Each word has
its own communicative value: when, where, how, by whom, in what context the
word can be used. The employment of words depends on the communicative
situation (formal, informal), the social relationships between the interlocutors, the
type and purpose of communication. This is the pragmatic facet the meaning of a
word.

Referential meaning can be intensional and extensional.

Intensional meaning is the inherent concept that the word evokes (dictionary
meaning)

Extensional meaning is a set of entities that the word represents.

1) Most words in a language have more than one meaning. Such words are
called polysemantic words, and the phenomenon itself is called polysemy. [So far
we have used the term «wordy to discuss semantic units, but it is lexemes that we
actually study. A lexeme is a unity all the grammatical forms of a word and a unity
of its meanings. As most words in a language can have more than one grammatical
form and more than one meaning, the term lexeme is more appropriate]. Polysemy
can be the result of metaphor or metonymy. (examples). These mechanisms of
creating new meanings can be viewed in terms of motivation. Motivation in
linguistics is a relationship between the structural pattern of a word and its
meaning. Morphological motivation is relationship between morphemes, phonetic



motivation is a direct connection between the phonetic structure of s word and its
meaning. Polysemy is viewed as semantic motivation. Polysemy can be studied
synchronically or diachronically. A diachronic study will focus on the process of
acquiring new meanings. The first meaning in which the word appeared in a
language is called «the primary meaningy, all the other meanings are secondary
or derived. A synchronic study, which regards polysemy as coexistence of different
meanings of the same word, will rely on the comparative value of each individual
meaning and on frequency of its occurrence in speech. The meaning that occurs to
us first when we hear or see the word is its basic meaning. This is usually the most
frequent meaning, too. This meaning is the first meaning in a dictionary entry.

Yu. Apresyan distinguishes between 3 types of polysemy: radial polysemy,
all the meanings of a lexeme come from the same central meaning; chain
polysemy, each new meaning is motivated by the previous one; mixed.

How do we understand in which of its meanings is the word used? We rely on the
context: linguistic and extralinguistic. Linguistic context can be lexical and
grammatical.

2) A further way to study meaning is by analyzing lexemes into a series of
semantic features, or components. Man, e.g., could be analyzes as ADULT,
HUMAN AND MALE. Whole systems of relationships can be established using a
small set of components: ADULT/NON-ADULT, MALE/FEMALE, etc. (matrix)? It
is not always easy to decide which are the relevant components of a lexeme and
whether they can be presented in a binary way. But breaking down the meaning of
a word into components often help understand the meaning better and establish
important  links  between  words.  «Schooly: place.study;  «hospitaly:
place.medical.treatment.

THINGS PEOPLE WEAR OR HUMAN ATTIRE

ATTIR | ENCIRCL | JEWELLER | WAIS | WRIS | NECK | FINGER
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Lecture 3. The Semantic Structure of the Lexicon




Goals: students will learn:
e To look at and analyze the lexical units as elements of a system;

e Explain the difference between different types of relations between lexical
units in a semantic field and in the system of lexicon.

The Theory of Semantic Fields

No lexeme exists in isolation. As soon as we think “uncle”, a series of
lexemes come to mind. There is a network of meaning relationships which binds
lexemes together. Each word is surrounded by a large number of connections.

Synatagmatic and paradigmatic relations. Some of them result from the way
words occur in sequences (syntagmatic relations), others from the way words can
substitute for each other (paradigmatic relations). Accordingly, there can be
paradigmatic semantic fields and syntagmatic semantic fields (Porzig), e.g. all the
words that can go together with the word “hair”.

Psycholinguistic experiments prove that units of lexicon in the mind of a
person are organized and structured with the help of different relationships.
Otherwise, it would be impossible for a human being to interpret his/her
experience and to attach meaning to it. The outside world itself is a web of
complex self-organizing systems that have evolved specific interrelationships and
interactions. Besides, in order to be communicable, our knowledge has to be
structured in the verbal form.

A lexical semantic field can be defined as an aggregate of words and phrases
which in their meanings reflect the features of a particular area of experience, e.g.:
“human body”, “sound”, “emotions”, etc. The units of lexical semantic fields are
signs taken in the unity of their forms and meanings. Talking about semantic fields,
we have to exclude the form of a word, and treat them as constellations of
meanings.

Regardless of the way scholars define a (lexical) semantic field, they all
identify a set of its characteristic features. Let take a look at some of them.

1. All units of a field are interrelated and interconnected. Mentioning one of them
evokes a whole network of others in the mind of the listener. It means a field can
be regarded as a specific internal (endo) context which gives final shaping to the
meaning of a linguistic unit.
2. The connections or correlations between the units of a field are of different types
and of different nature, but they are systemic.
3. The semantic space in the mind of a person is a holistic reflection of his/her
individual experience. Semantic fields impose a certain order on the semantic
space, but the latter remains continual. It means that the boundaries among
semantic fields are fuzzy and they overlap.
(examples).
4. In different languages semantic fields whose units denote the same area of the
outside world can be organized and structured in different ways:

e Different degree of specification (snow in the Eskimo language, names of

colors, kinship terms);



e Difference in the categorization of objects and phenomena of the real world
(d”irbal, gusuko, other languages);

e Lacunas and gaps connected with differences in environment, cultural
experience, worldview.

When a communicative act between two people takes place, the necessary
semantic fields in their minds are activated. As a result, verbally shared meanings
are generated. But while they discuss, a new semantic field is created by the two
speakers, which acts as an interface. This new semantic field is reinforced by the
inputs of from the two persons, linking to more associated fields.

Lexeme, lexical semantic variants.

The importance of the semantic field theory for the work of a
translator/interpreter.

Let’s take the following line from Shakespeare’s sonnet:

“Shall I compare thee to a Summer’s day?” Do you think it can be translated into
Arabic word for word?
How to deal with gaps and lacunas?

Types of connections between the units of a semantic field

The relations between lexical units on the semantic level are called sense
relations.
Synonymy. This is the relationship of sameness of meaning. In some contexts they
can replace each other without changing the meaning of the sentence, but not
always. There are very few strict or total synonyms.
Transparency. Differences in denotative meanings: kill, murder, assassinate,
execute.
Some differences in meaning are a matter of style. An important factor is
evaluative or emotional overtones a word may have. Synonyms can have different
communicative value: “Commence” — “begin”, “receive” — “get”. In a context
words can become contextual synonyms; buy, get.
Synonymic sets in different languages may be different. “selection” and “range”.
Antonymy. This is the relationship of oppositeness of meaning. There are several
kinds of antonyms (transparency).
The relationship of oppositeness is established on the basis of a common feature.
Complimentary antonyms: open — closed.
Gradable antonyms deal with things and qualities which are gradable and involve
comparison. There are poles and there intermediate points on the scale.
Boiling — hot — warm — cool — cold — freezing.
Conversives (relational opposites) can be identified by the logical equivalence
between two propositions where the respective predicate lexemes are reversed:
Howard gave Caroline a rose.
Caroline received a rose from Howard.
Directional opposites involve an opposition in direction with reference to some
point: come — go, arrive — depart.



Hyponymy and Taxonomies. Refers to the notion of inclusion: an X is a kind of
Y. (examples) An oak is a kind of tree. There are taxonomies of natural, nominal
and cultural kinds. Natural: animals, birds, etc. (can be different from the scientific
classifications). Cultural taxonomies relate to the artifacts created by human
beings.

The study of hyponymy has revealed some interesting differences between
languages. Let us look at the following example. Teen is a language spoken in
Africa by tenbo people. In Teen the word gusuko (plant) has three co-hyponyms:
diilo (food plants), dansu (plants used for making sauces) and waro (wild plants).
Partonymy (part- whole relations): The parts of a human body:

The parts of a door include the handle, the lock, the hinge, etc.

Incompatibility. Under this heading are grouped sets of lexemes that are mutually
exclusive members of the same superordinate category: a geometric figure cannot
be a triangle and rectangle at the same time. A musical instrument cannot be a harp
and a drum. But to be incompatible words have to belong to the same lexical group
(we cannot say that “door” and “flower” are incompatible). One of the ways to
analyze the semantic relationships within a field is componential analysis. Let’s
analyze the word group “Human attire”. The semantic markers are: “Attire” and
“Encircle”. The distinguishers are: “Jewelry”, “Waist”, “Wrist”, “Neck”, “Finger”.
Prototypical _categories. A prototype 1is an idealized, internalized
conceptualization of an object, quality or activity. Real-life objects and activities
are measured against these internalized concepts and are named according to how
well they approximate the ideal. A prototype approach to semantics “seeks to
represent the meaning of a linguistic expression through the analysis of instances
of the category in terms of approximation to the prototype”. E.g., the category of
“bird” is identified in terms of a fixed set of conditions, but the best examples are
those that are close to an idealization of that category.

Theory of frames

According to L. Vygotsky, language and thought merge on the level of
meaning. Meaning is an information (conceptual) structure in an individual’s mind.
It 1s a structure imposed on our knowledge about the object designated by the
word, on the ideas, images, associations, which this word evokes in the minds of
language speakers. Meaning is a mental representation that may be structured and
organized in different ways.

A mental representation is not a copy or mental picture stored as such.
Nothing can be ever represented in full and faithful detail. People function and
interact with their surroundings. What we learn from experience is organized along
several dimensions. Mental representations exist as models: abstract domains (any
conceptual complex that functions as a domain for the definition of a higher-order
concept), schemas, frames, scenarios (scripts).

Schema is any cognitive structure that specifies the general properties of a
type of object or event and leaves out any specification of details that are irrelevant
to the type. A schema is an abstraction that allows particular objects or events to be
assigned to general categories.




The conceptual schema for apples specifies general information about
fruithood, shape, color, and so on, but it leaves out many characteristics of
individual apples. The schema abstracts away from the details in order to allow
categorization. Some forms of schematization are absolutely essential to intelligent
information processing.

A frame is a data-structure for representing our knowledge about an object, a
stereotyped situation, like being in a certain kind of living room, or an event, like
going to a child's birthday party. Attached to each frame are several kinds of
information.

A frame is a collection of slots and fillers that describe a stereotypical item.
A frame has slots to capture different aspects of what is being represented. The
filler that goes into a slot can be an actual value, a default value, an attached
procedure, or even another frame.

Componential analysis

The analysis of vocabulary into a series of basic identifying features or
‘components' of meaning, eg woman could be analysed using the components
‘female’, ‘adult' and ‘human'.

Words can be analyzed and described in terms of their semantic components,
which usually come in pairs called semantic oppositions: "Up" and "Down," for
example, are related in that they both describe vertical directions, one in one
direction (call it "plus") and the other in the other (call it "minus"). There are
several variations on these pairs, depending on how they related to each other and
how they can be used with other words. There are also sets of words that are
variations on a single semantic theme, such as penny, nickel, dime, quarter, etc.

Componential analysis was proposed by Jerold Katz and Jerry Fodor in the
1960s. According to them semantic features can be classified into the following
hierarchy:

Grammatical markers, which describe the syntactic behavior of the item in terms
of the system of grammatical categories: noun, abstract noun, etc.

Semantic markers describe the semantic features that are common for the items of
the lexical semantic group as a structure: male, parent, sibling.

Semantic distinguishers give the leftover of the semantic information, the features
that make this item unique. E.g. stepdaughter: - male < parent - blood relation.

Lecture 4. The Semantic Structure of the Word. Semantic Changes in
Language. Cognitive Theories of Metaphor and Metonymy




Goals: students will learn:

e To differentiate between polysemy and homonymy;

e To explain the difference between the synchronic and diachronic view of
some homonyms;

e To explain the reason for polysemy in language;

e To look at word meaning from the diachronic perspective;

e To define different types of semantic changes;

e To define metaphor and metonymy as cognitive mechanisms and as means
of creating new meanings and expanding vocabulary

One of the most pervasive phenomena in natural language is that of
ambiguity. Ambiguity describes the linguistic phenomenon whereby expressions
are potentially understood in two or more ways; an ambiguous expression has
more than one interpretation in its context: ,,Fine for parking“. There are three
types of lexical ambiguity: polysemy, homonymy, and categorial ambiguity. Any
practical natural language understanding system must be able to disambiguate
words with multiple meanings, and the method used to do this must necessarily
work with the methods of semantic interpretation and knowledge representation
used in the system.

Polysemy

Polysemy comes from Neo-Latin polysemia, which comes from Greek
polusemous [poly- (many) + sema (sign)] giving us a linguistic term, "having many
meanings" or multiple meanings. The words polysemy and polysemous are defined
as "having or characterized by many meanings; the existence of several meanings
for a single word or phrase". As said earlier, these terms refer to "words" or other
"items of language with two or more senses"; for example, walk as in The child
started to walk and They live at 213 Meadow Walk. Such senses may be more or
less distant from one another: walk (action), walk (street) are relatively close, but
crane (bird), crane (machine) are much further apart.

It is generally agreed that in each case only one word is being discussed, not
two that happen to have the same form (to which the name homonym is given).
Senses of the same word are seldom ambiguous in context, but the less specific the
context, the greater the possibility of ambiguity; for example, if someone who is
looking at a picture says What big cranes!, it may not be immediately clear to
someone who can not see the picture whether the comment refers to birds or
machines.

The existence of polysemy has obvious dangers: it can make language rather
slippery, so that in the course of a piece of reasoning we may be led astray because
a key word in our argument is used with different meanings in different places.
This often happens in political or moral disputes, where words like freedom and
natural get thrown around in ill-defined and shifting senses. On the other hand, the
kind of "play" that polysemy gives to language makes it easier to use:
communication would really be too difficult if, in every utterance, we had to



practice the strictness of definition demanded by mathematics or by symbolic
logic. Of course, reasoned demonstration is only one of the many functions of
language; in some uses, polysemy plays an essential part, enabling us to achieve a
complexity and a compression that would otherwise be impossible. The kind of
impact Shakespeare produces in his major works would be impossible without the
richness given to the language by polysemy because every word is clustered
around with associations, derived from the different types of context in which it
can be used.

Dictionaries treat cases of multiple meanings either as polysemy or as
homonymy, but in fact it is not always easy to decide which we are dealing with,
and dictionaries sometimes differ in their decisions. Are table (furniture) and table.
(arrangement of data) two different words, or the same word with two meanings?
Dictionaries usually go for the latter solution, on the grounds of a shared
etymology. On the other hand, pupil (in school) and pupil (of the eye) are usually
listed as different words; although in fact they have the same historical origin.

As you can see, there is often a conflict between historical criteria and
present-day intuition when sorting out cases of polysemy and homonymy.

In Cognitive Linguistics, polysemy 1is regarded as a categorizing
phenomenon; i.e., related meanings of words form categories centering around a
prototype and bearing family resemblance relations to one another. Under this
polysemy = categorization view, the scope of investigation has been gradually
broadened from categories in the lexical and lexico-grammatical domain to
morphological, syntactic, and phonological categories. The papers in this volume
illustrate the importance of polysemy in describing these various categories. A first
set of papers analyzes the polysemy of such lexical categories as prepositions and
scalar particles, and looks at the import of polysemy in frame-based dictionary
definitions. A second set shows that noun classes, case, and locative prefixes
constitute meaningful and polysemous categories. Three papers, then, pay attention
to polysemy from a psychological perspective, looking for psychological evidence
of polysemy in lexical categories.

Homonymy

Homonyms are words which have the same form (orthographic/phonetic) but
unrelated meaning. If they only differ in one way they are called ~omophones and
homographs respectively. In derivation, homonym means "has the same name";
homophone means "has the same sound"; homograph means "written the same".

There is a fish called a fluke, a part of a whale called a fluke and a stroke of
luck called a fluke, but these are three separate lexemes with separate etymologies that
all happen to share one form. Similarly, a river bank, a savings bank, and a bank of
switches share only a spelling.

The first homonyms we ever learn are probably to, too and two
(homophones), but the sentence "Too much to do in two days" would confuse no
one. there, their, and they're are familar examples as well. lead the metal and lead



the verb, or moped the motorized bicycle and moped the past tense of mope are
examples of homographs.

In some accents, various sounds have merged in that they are no longer
distinctive, and thus words that differ only by those sounds in an accent that
maintains the distinction (a minimal pair) are homophonous in the accent with the
merger. Some examples are pin and pen in many southern American accents, and
merry, marry, and Mary in many western American accents. The pairs do, due and
forward, foreword are homophonous in most US accents but not in most British
accents. Similarly, affect, effect are distinguished in some careful or cultivated
speech.

Homograph disambiguation is critically important in Speech synthesis, but
otherwise, homonyms are mostly curiosities, of limited linguistic interest
compared to the strong functional roles of antonyms and synonyms.

Homophones commonly confused in the English language:
accept, except
addition, edition
affect, effect
it's, its

know, no

sight, site

their, there

to, too, two
won't want
your, you're

cache, cash

Change of meaning

The meaning of a word changes over time. The example everyone knows is
gay, which originally meant "merry", but because some people are a little too
merry came to mean "wanton", and because some people are a little too wanton
came to mean "homosexual", which is the sense almost exclusively used now.

At the simplest level, words do undergo only two types of meaning change,
not amelioration and pejoration, but generalization (a word's meaning widens to
include new concepts), and specialization (a word's meaning contracts to focus on
fewer concepts.

Generalization

Also known as extension, generalization is the use of a word in a broader
realm of meaning than it originally possessed, often referring to all items in a class,
rather than one specific item. For instance, place derives from Latin platea, "broad
street", but its meaning grew broader than the street, to include "a particular city",
"a business office", "an area dedicated to a specific purpose" before broadening
even wider to mean "area". In the process, the word place displaced (!) the Old
English word stow and became used instead of the Old English word stede (which

survives in stead, steadfast, steady and -- of course -- instead).
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The words “manage”, “arrive”.
Specialization

The opposite of generalization, specialization is the narrowing of a word to
refer to what previously would have been but one example of what it referred to.
For instance, the word meat originally referred to "any type of food", but came to
mean "the flesh of animals as opposed to the flesh of fish". The original sense of
meat survives in terms like mincemeat, "chopped apples and spices used as a pie
filling"; sweetmeat, "candy"; and nutmeat, "the edible portion of a nut". When
developing your model language, it is meet to leave compounds untouched, even if
one of their morphemes has undergone specialization (or any other meaning
change).

The words “starve”, “liqour”.

Word Old Meaning
affection "emotion"

deer "animal"

forest "countryside"
girl "a young person"
starve "to die"

Pejoration is the process by which a word's meaning worsens or
degenerates, coming to represent something less favorable than it originally did.
Most of the words in Suffield's poem have undergone pejoration.

For instance, the word silly begins Suffield's poem and meant in Old English
times "blessed", which is why Suffield calls his poem a beatitude (Christ's
beatitudes begin with "blessed are the..."). How did a word meaning "blessed"
come to mean "silly"? Well, since people who are blessed are often innocent and
guileless, the word gradually came to mean "innocent". And some of those who are
innocent might be innocent because they haven't the brains to be anything else.
And some of those who are innocent might be innocent because they knowingly
reject opportunities for temptation. In either case, since the more worldly-wise
would take advantage of their opportunities, the innocents must therefore be
foolish, which of course is the current primary meaning of the word silly.

Amelioration is the process by which a word's meaning improves or
becomes elevated, coming to represent something more favorable than it originally
referred to.

In what for Suffield is the greatest example of amelioration, the early Old
English word hlafweard, which if translated using its descendant words would be
rendered loafward, meant "the keeper of the bread" and was applied to the head of
a household. Although "keeper of the bread" might bear witness to the importance
of that most basic of foodstuffs to early Anglo-Saxons, alternatively one might
argue that it had no more literal sense than bread- does in the modern word
breadwinner. The word hlafweard has been shortened over time, first to hlaford




and then to lord. Over time, the word has been used of not just any head of
household but of princes and nobility; this sense was extended to include the
Prince of Light, God.

The word “enthisuasm”.
Mechanisms:

Metaphor:

Grace Murray Hopper, the late Admiral and computer pioneer, told a story of
an early computer that kept calculating incorrectly. When technicians opened up its
case to examine the wiring, which physically represented the machine's logic, a
huge dead moth was found, shorting out one of the circuits and causing the faulty
logic. That moth was the first of its kind to achieve immortality. Because of it,
software is now frequently plagued with "bugs".

The use of bug to refer to an error in computer logic was a metaphorical
extension that became so popular that it is now part of the regular meaning of bug.
The computer industry has a host of words whose meaning has been extended
through such metaphors, including mouse for that now ubiquitous computer input
device (so named because the cord connecting it to the computer made it resemble
that cutest of rodents).

Metaphorical extension is the extension of meaning in a new direction
through popular adoption of an originally metaphorical meaning. The crane at a
construction site was given its name by comparison to the long-necked bird of the
same name. When the meaning of the word daughter was first extended from that
of "one's female child" to "a female descendant" (as in daughter of Eve), the
listener might not have even noticed that the meaning had been extended.

Metaphorical extension is almost a natural process undergone by every
word. We don't even think of it as meaning change. In its less obvious instances,
we don't even see it as extending the meaning of a word. For example, the word
illuminate originally meant "to light up", but has broadened to mean "to clarify",
"to edify". These meanings seem so natural as to be integral parts of the words,
where senses such as "to celebrate" and "to adorn a page with designs" seem like
more obvious additions.

Metonymy: to win used to mean to fight.

Radiation

Radiation is metaphorical extension on a grander scale, with new meanings
radiating from a central semantic core to embrace many related ideas. The word
head originally referred to that part of the human body above the rest. Since the top
of a nail, pin or screw is, like the human head, the top of a slim outline, that sense
has become included in the meaning of head. Since the bulb of a cabbage or lettuce
is round like the human head, that sense has become included in the meaning of
head. Know where I'm headed with this? The meaning of the word head has



radiated out to include the head of a coin (the side picturing the human head), the
head of the list (the top item in the list), the head of a table, the head of the family,
a head of cattle, $50 a head. But I'll stop while I'm ahead.

Contextual specialization

The word undertaker originally meant "one who undertakes a task,
especially one who is an entrepreneur". This illustrates contextual specialization,
where the meaning of a word is reshaped under pressure from another word that
had frequently co-occured with it: thus undertaker acquired its meaning from
constant use of the phrase funeral undertaker; eventually, under the pressure
towards euphemism, the word funeral was dropped.

Another example of contextual specialization is doctor, which originally
meant "a teacher" and then later "an expert", where it came to be used in the phrase
medical doctor; now of course this is redundant and medical is omitted, with the
primary sense of doctor having become more specialized.

History of semantic change

If the history of semantic change had to be summed up as one process, it
would be that of specialization. The Anglo Saxons 1500 years ago made do with
perhaps 30,000 words in their complete vocabulary, while Modern English has
anywhere from 500,000 to a million words, depending on whether or not scientific
vocabularies are included.

"In the beginning was the Word, and the Word was God, and the Word was
with God." It could be argued that originally there was one word, from which all
others have sprung. The origins of language will never be known, but the first
language probably had a vocabulary of a few hundred words, providing a rich
enough vocabulary for a primitive people who had few materials and fewer
abstract concepts. Many of the words of the first languages had very broad senses
of meaning.

For instance, the word inspire is from the Latin inspirare, which literally
means "to breathe into". Its archaic meaning is "to breathe life into", with newer
meanings like "to be the cause of", "to elicit", "to move to action", "to exalt" and
"to guide by divine influence". Now if a minister were to speak of Adam as dust
inspired, he might mean by that not just that the dust is having life breathed into it
(the original etymological meaning), but also that the dust is being exalted and
given form, that it is being moved to action, and that it is being divinely guided
(these are the metaphorical or extended meanings). In other words, this minister
might not mean just one of the definitions of inspired but all of them
simultaneously.

Cognitive Theories of Metaphor and Metonymy

Goals: students will learn
e To define metaphor and metonymy as cognitive mechanisms and as means
of creating new meanings and expanding vocabulary;



e To explain the cognitive mechanisms of creating new meanings with the
help of metaphor and metonymy.

“We live our lives on the basis of inferences we derive via metaphor” [G.
Lakoft, M. Johnson]

Metaphor is defined as the substitution of one idea or object with another,
used to assist expression or understanding.

Sheldon Kopp states:

A metaphor is defined as a way of speaking in which one thing is expressed
in terms of another, whereby this bringing together throws new light on the
character of what is being described.

The essence of metaphor is understanding and experiencing one kind of thing in
terms of another

Metaphor is a natural element of language that helps us understand new
and/or abstract concepts and construct new conceptual domains. E.g. The
word “memory” in the meaning “a device in a computer designed to accept,
store and recall information; storage capacity of a computer, a disk, etc.”
helps us understand (probably in a very approximate way) how it works.

Our ordinary conceptual system, in terms of which we both think and act, is
fundamentally metaphorical in nature. Conceptual metaphor is a natural part of
human thought, and linguistic metaphor is a natural part of human language. We
make connections between things by finding some form of commonality they may
have. This simple process starts at an early age in life, usually with physically
similar items, for example: a child may use a box as a house, or a cat may use a
ball of yarn as a mouse. They tend to be pre-linguistic and make basic assumptions
regarding space, time, moving, controlling, and other core elements of human
experience.

The processes which are involved in the generation and comprehension of
metaphor arise naturally out of the workings of the cognitive system as a whole.
Metaphor is central to the workings of both our language and general cognitive
faculties. Metaphor is at the root of our creative powers, serving a cognitive
function. It organizes our memories and shapes our experience.

A great deal of everyday conventional language is metaphorical.

I’m crazy about her. She drives me out of my mind.

(Love is madness)

Metaphor allows us to view one concept through the lens of another, and thereby
structure and understand one domain in terms of another. It is necessary because
some spheres of experience are better manifested in language and are easier to
understand. Very often  metaphors relate conceptual structures to sensory
experience of the world.

Metaphors arise from correlations in our embodied experience. Giving
names to abstract domains we use the logic of our sensory-motor experience. E.g.,
G.Lakoff and M. Johnson explain that the metaphor Affection is Warmth (warm



feelings) arise from the common experience of a child being held affectionately by
a parent.

The structure of metaphor

A metaphor, according to 1. A. Richards in The Philosophy of Rhetoric (1936),
consists of two parts: the tenor and vehicle. The tenor is the subject to which
attributes are ascribed. The vehicle is the subject from which the attributes are
borrowed.

All the world's a stage,

And all the men and women merely players

They have their exits and their entrances; — (William Shakespeare, As You Like It,

2/7)

This well known quote is a good example of a metaphor. In this example,
"the world" is compared to a stage, the aim being to describe the world by taking
well-known attributes from the stage. In this case, the world is the tenor and the
stage is the vehicle. "Men and women" are a secondary tenor and "players" is the
vehicle for this secondary tenor.

The metaphor is sometimes further analysed in terms of the ground and the
tension. The ground consists of the similarities between the tenor and the vehicle.
The tension of the metaphor consists of the dissimilarities between the tenor and
the vehicle. In the above example, the ground begins to be elucidated from the
third line: "They all have their exits and entrances". In the play, Shakespeare
continues this metaphor for another twenty lines beyond what is shown here -
making it a good example of an extended metaphor.

The corresponding terms to 'tenor' and 'vehicle' in George Lakoff's terminology
are target and source. In this nomenclature, metaphors are named using the
convention "target IS source", with the word "is" always capitalized; in this
notation, the metaphor discussed above would state that "humankind IS theater".

Empirical research gives evidence of systematic polysemy in language.
Because the metaphoric concept is systematic, the langugae we use to talk about
that aspect of the concept is systematic.

Time is money.

This gadget will save you hours.

I don’t have the time to give you.

How do you spend your tim e these days?

I’ve invested a lot of time 1n her.

You need to budget your time.

He’s living on borrowed time.

Is that worth your while?

A mapping is the systematic set of correspondences that exist between
constituent elements of the source and the target domain. Many elements of target
concepts come from source domains and are not preexisting. To know a conceptual
metaphor is to know the set of mappings that applies to a given source-target
pairing. The same idea of mapping between source and target is used to describe
analogical reasoning and inferences.



Conceptual metaphors typically employ a more abstract concept as target
and a more concrete or physical concept as their source. For instance, metaphors
such as 'the days [the more abstract or target concept] ahead' or 'giving my time'
rely on more concrete concepts, thus expressing time as a path into physical space,
or as a substance that can be handled and offered as a gift.

Metaphor is deeply ingrained in culture, and actively colors the way we
act with other people [T. Veale]. The most fundamental values in a culture will
be coherent with the metaphorical structure of the most fundamental concepts
in the culture [G. Lakoff, M. Johnson].

Much of our understanding of metaphysical abstractions such as time,
emotion, and inter-personal relationships are grounded in our metaphors of space.
For instance, Lakoff & Johnson (1980) and Veale & Keane (1992a.b) outline a
variety of highly productive spatial metaphors which are shown to underlie a host
of abstractions, such as health, marriage, divorce, kinship terms and corporate
relations. According to Lakoff and Johnson, e.g., the “UP-Down” metaphor in
American culture is associated with evaluation in terms of “Good - Bad”.

E.g. HAPPY IS UP; SAD IS DOWN
My spirits rose. You’re in high spirits. I’m feeling up. ’'m feeling down. I fell into
depression. My spirits sank.

A metaphor is a system of concepts, a many-faceted productive schema
which offers a combination of related perspectives on the same domain.
Types of metaphor

e An extended metaphor is one that sets up a principal subject with several
subsidiary subjects or comparisons. The above quote from A4s you like it is a
good example. The world is described as a stage and then men and women
are subsidiary subjects that are further described in the same context. (This
can be extended to humorous lengths as in Black Adder eg. "This is a crisis. A
large crisis. In fact, if you've got a moment, it's a twelve-storey crisis with a
magnificent entrance hall, carpeting throughout, 24-hour porterage and an
enormous sign on the roof, saying 'This Is a Large Crisis'.")

e A dead metaphor is one in which the sense of a transferred image is not
present. Example: "to grasp a concept" or "to gather you've understood."
Both of these phrases use a physical action as a metaphor for understanding
(itself a metaphor), but in none of these cases do most speakers of English
actually visualize the physical action. Dead metaphors, by definition,
normally go unnoticed. Some people make a distinction between a "dead
metaphor" whose origin most speakers are entirely unaware of (such as "to
understand" meaning to get underneath a concept), and a dormant metaphor,
whose metaphorical character people are aware of but rarely think about
(such as "to break the ice"). Others, however, use dead metaphor for both of
these concepts, and use it more generally as a way of describing
metaphorical cliché.




e An active (living) metaphor is one which by contrast to a dead metaphor, is
not part of daily language and is noticeable as a metaphor. Example: "You
are my sun."

e An absolute or paralogical metaphor (sometimes called an antimetaphor)
is one in which there is no discernible point of resemblance between the idea
and the image. Example: "The couch is the autobahn of the living room."

e A compound or loose metaphor is one that catches the mind with several
points of similarity. Example: "He has the wild stag's foot." This phrase
suggests grace and speed as well as daring.

e An implicit metaphor is one in which the tenor is not specified but implied.
Example: "Shut your trap!" Here, the mouth of the listener is the unspecified
tenor.

e A simple or tight metaphor is one in which there is but one point of
resemblance between the tenor and the vehicle. Example: "Cool it". In this
example, the vehicle, "cool", is a temperature and nothing else, so the tenor,
"it", can only be grounded to the vehicle by one attribute.

Metonymy

Creating metonymy we use one entity to refer to another that is related to it.
Metonymy is using one entity to refer to another that is related to it. Metonymic
concepts allow us to conceptualize one thing by means of its relation to something
else. When we think of a Picasso we are not just thinking of a work of art alone.
We think of it in terms of its relation to the artist, that is, his conception of art, his
technique, etc. Thus, like metaphors, metonymic concepts structure not just our
language but our thoughts, attitudes, and actions.

Metaphor’s primary function is understanding. The function of metonymy is
referential, it allows us to use one entity to stand for another. But is also serves the
function of providing understanding. Which part of the whole we used determines
which aspect of the whole we are focusing on.

Metonymic concepts are also systematic. (examples).

The part for the whole (synecdoche)

We need some good heads on the project.
Producer for product

He bought a Ford.

The place for the institution

The White House isn’t saying anything.
Object for the user

The buses are on strike

The grounding of metonymic concepts in our experience iS even more
obvious: it involves direct physical or causal associations. Cultural and religious
symbolisms are special cases of metonymy. E.g.: Dove for Holy Spirit.



Lecture 5. WORD FORMATION

Word formation is a set of mechanisms used for the creation of new words.
There are a number of processes that can cause the formation of a new word. These
include:

Derivation. Affixation

In linguistics, derivation is the process of creating new lexemes from other
lexemes, for example, by adding a derivational affix. It is a kind of word formation.

Derivational affixes usually apply to words of one syntactic category and change
them into words of another syntactic category. For example, the English derivational
suffix -/y changes adjectives into adverbs (slow — slowly).

Some examples of English derivational suffixes:

« adjective-to-noun: -ness (slow — slowness)

« adjective-to-verb: -ize (modern — modernize)

« noun-to-adjective: -al (recreation — recreational)
« noun-to-verb: -fy (glory — glorify)

« verb-to-adjective: -able (drink — drinkable)

o verb-to-noun: -ance (deliver — deliverance)

Derivational affixes do not necessarily modify the syntactic category; they can
also modify the meaning. For example, the derivational prefix un- applies to
adjectives (healthy — unhealthy), some verbs (do — undo), but rarely nouns. In
many cases, derivational affixes change both the syntactic category and the
meaning: modern — modernize ("to make modern").

Note that derivational affixes are bound morphemes. In that, derivation differs
from compounding, by which free morphemes are combined (lawsuit, Latin
professor). It also differs from inflection in that inflection does not change a word's
syntactic category and creates not new lexemes but new word forms (table — tables;
open — opened).

Derivation may occur without any change of form, for example telephone
(noun) and fo telephone. This is known as conversion. Some linguists consider that
when a word's syntactic category is changed without any change of form, a null
morpheme 1S being affixed.

A typical derivational relation among lexemes is the formation of
adjectives like inflatable from verbs (inflate). In this case, the meaning of the
adjective is quite systematically related to that of the verb: VERB-able means
‘capable of being VERB-ed’. It is therefore tempting to say that English contains
an element —able with that meaning, which can simply be added to verbs to yield
adjectives. The facts are a bit more complex that that, though.

For one thing, the related adjective may not always be just what we would
get by putting the two pieces together. For instance, navigate yields navigable,



formulate yields formulable, etc. These are instances of truncation, where a part of
the base is removed as an aspect of the word formation process. Then there are
cases such as applicable from apply, where we see the same variation (or
allomorph) in the shape of the stem as in application. These patterns show us that
the derivational whole may be more than the simple sum of its parts.

When we consider the class of adjectives in —able (or its spelling variant —
ible), we find a number of forms like credible, eligible, potable, probable, ... which
seem to have the right meaning for the class (they all mean roughly ‘capable of
being [SOMETHING]-ed’), but the language does not happen to contain any verb
with right form and meaning to serve as their base. This suggests that derivational
patterns have a sort of independent existence: they can serve as (at least partial)
motivation for the shape and sense of a given lexeme, even in the absence of the
possibility of deriving that lexeme from some other existing lexeme. In some
instance, the force of this analysis is so strong that it leads to what is called back-
formation: thus, the word editor was originally derived from Latin e:dere ‘to bring
forth’ plus —itor, but it fit so well into the pattern of English agent nouns in —er
(e.g., baker, driver) that a hypothetical underlying verb edit actually became part of
the language.

We may also notice that some —able forms do not mean precisely what we
might predict. Thus, comparable means ‘roughly equal’, not just ‘able to be
compared’. In the world of wine, drinkable comes to mean ‘rather good’, not just
‘able to be drunk’, etc. This shows us that even though these words may originally
arise through the invocation of derivational patterns, the results are in fact full-
fledged words of the language; and as such, they can undergo semantic change
independent of the words form which they were derived. This is the same
phenomenon we see when the word transmission, originally referring to the act or
process of transmitting (e.g., energy from the engine to the wheels of a car) comes
to refer to a somewhat mysterious apparatus which makes strange noises and costs
quite a bit to replace.

Finally, we can note that in some cases it is not at all evident how to
establish a ‘direction’ of derivation.

When a word in either class is used in the other, the result is to bring out the
additional meaning associated with the class, but there is no inherent directionality
to this relationship. The possibility of back formation discussed above suggests
that this interpretation of derivational relationships as fundamentally symmetrical
may be applicable even to cases where the formal direction of derivation seems
obvious.

Conversion

In linguistics, conversion, also called zero derivation, 1s a kind of word formation;
specifically, it is the creation of a word from an existing word without any change in



form. Conversion is more productive in some languages than in others; in English it is
a fairly productive process.

Often a word of one lexical category (part of speech) is converted from a word
of another lexical category; for example, the noun green in golf (referring to a
putting-green) is derived ultimately from the adjective green. Conversions from
adjectives to nouns and vice versa are both very common and unnotable in
English; much more remarked upon is verbing, the creation of a verb by a converting
a noun or other word.
Definition, terminology and characteristics

"Conversion is the derivational process whereby an item changes its word-
class without the addition of an affix" (Quirk, Randolph and Greenbaum, 1987:
441). Thus, when the noun 'sign' (1) shifts to the verb 'sign(ed)' (2) without any
change in the word form we can say this is a case of conversionl. However, it does
not mean that this process takes place in all the cases of homophones (Marchand,
1972: 225). Sometimes, the connection has to do with coincidences or old
etymological ties that have been lost.. For example, 'mind' (3 and 4) and 'matter' (5
and 6) are cases of this grammatical sameness without connection by conversion—

the verbs have nothing to do today with their respective noun forms in terms of
semantics (ibid.: 243).

Conversion is particularly common in English because the basic form of
nouns and verbs is identical in many cases (Aitchison, 1989: 160). It is usually

impossible in languages with grammatical genders, declensions or conjugations
(Cannon, 1985: 430).

The status of conversion is a bit unclear. It must be undoubtedly placed
within the phenomena of word-formation; nevertheless, there are some doubts
about whether it must be considered a branch of derivation or a separate process by
itself (with the same status as derivation or compounding) (Bauer, 1983: 32).

Despite this undetermined position in grammar, some scholars assert that
conversion will become even more active in the future because it is a very easy
way to create new words in English (Cannon, 1985: 415). There is no way to know
the number of conversions appearing every day in the spoken language, although
we know this number must be high (ibid.: 429). As it is a quite recent phenomenon,
the written evidence is not a fully reliable source. We will have to wait a little
longer to understand its whole impact, which will surely increase in importance in
the next decades.

The terminology used for this process has not been completely established
yet. The most usual terms are 'conversion', because a word is converted (shifted) to
a different part of speech; and 'zero-derivation', because the process is like deriving
(transferring) a word into another morphological category with a zero-affix
creating a semantic dependence of one word upon another (Quirk, 1997: 1558).
This would imply that this affix exists—because it is grammatically meaningful—



although it cannot be seen (Arbor, 1970: 46). Other less frequently used terms are
'functional shift', 'functional change' or 'zero-marked derivative' (Cannon, 1985:
412), denominations that express by themselves the way the process is considered
to happen.

Conversion is extremely productive to increase the English lexicon because
it provides an easy way to create new words from existing ones. Thus, the meaning
is perfectly comprehensible and the speaker can rapidly fill a meaningful gap in his
language or use fewer words (Aitchison, 1989: 161). "Conversion is a totally free
process and any lexeme can undergo conversion into any of the open form classes
as the need arises" (Bauer, 1983: 226). This means that any word form can be
shifted to any word class, especially to open classes—nouns, verbs, etc.—and that
there are not morphological restrictions. Up to date, there has only been found one
restriction: derived nouns rarely undergo conversion (particularly not to verbs)
(Bauer, 1983: 226). This exception is easily understood: if there already exists one
word in the language, the creation of a new term for this same concept will be
blocked for the economy of language. For example, the noun 'denial' (7) will never
shift into a verb because this word already derives from the verb 'deny' (8). In that
case, the conversion is blocked because 'to deny' (8) and '*to denial' would mean
exactly the same. However, there are some special cases in which this process
seems to happen without blocking. This can be exemplified in the noun 'sign' (1),
converted into the verb 'to sign' (2), changed by derivation (suffixation) into the
noun 'signal' (9) and converted into a new verb, 'to signal' (10). In this case there is
no blocking because these words have slight semantic differences (Bauer, 1983:
226-227).

It must be pointed out that the process of conversion has some semantic
limitations: a converted word only assumes one of the range of meanings of the
original word. For example, the noun 'paper' has various meanings, such as
"newspaper" (11), "material to wrap things" (12)... The denominal verb, though,
only contains the sense of putting that material on places like walls. This shows the
converted item has only converted part of the semantic field of the source item.

Typology

There are many cases in which the process of conversion is evident.
Nevertheless, conversion is not as simple as it may seem: the process is easily
recognisable because both words are graphically identical; the direction of this
process, though, is sometimes nearly impossible to determine. This is not very
important for the speaker: he just needs a simple way to cover a gap in the
language. As this paper tries to give a comprehensive vision on conversion, it will
attempt to establish the direction of the process. Therefore, both the original
category and the derived one will be mentioned.

The criterion to establish the original and derived item has been taken
from Marchand (1972: 242-252). It focuses on several aspects:



a. the semantic dependence (the word that reports to the meaning of the
other is the derivative)

b. the range of usage (the item with the smaller range of use is the
converted word),

c. the semantic range (the one with less semantic fields is the shifted item)

d. and the phonetic shape (some suffixes express the word-class the item
belongs to and, if it does not fit, this is the derivative).

After this analysis, intuition is still important. Verbs tend to be abstract because
they represent actions and nouns are frequently concrete because they name
material entities. Conversion is quickly related to shift of word-class. With this
respect, it mainly produces nouns, verbs and adjectives. The major cases of
conversion are from noun to verb and from verb to noun. Conversion from
adjective to verb is also common, but it has a lower ratio. Other grammatical
categories, including closed-class ones, can only shift to open-class categories, but
not to closed-class ones (prepositions, conjunctions). In addition, it is not rare that
a simple word shifts into more than one category.
3.1 Conversion from verb to noun

We shall first study the shift from verb to noun. It can be regarded from
seven different points of view (Quirk, 1997: 1560). These subclassifications are not
well defined in many cases. The same pair of converted words can be placed into
two different categories depending on the subjectivity of their meaning. Nouns
coming from verbs can express state of mind or state of sensation, like in the nouns
'experience' (13), 'fear' (14), 'feel' (15) or 'hope' (16). Nouns can also name events
or activities, such is the case of 'attack' (17), 'alert(s)' (18) and 'laugh(s)' (19). The
object of the verb from which the noun is derived can be observed in 'visit' (20)
(with the sense of that which visits), 'increase' (21) (that which increases), 'call’
(22) and 'command' (23). In the fourth division the noun refers to the subject of the
original verb. Examples of this kind are 'clone' (24) (the living being that is
cloned), 'contacts' (25) or 'judge' (26). Other nouns show the instrument of the
primitive verb, like in 'cover' (27) (something to cover with) and 'start' (28).
Finally, a place of the verb can also be nominalised, like in 'turn' (29) (where to
turn) or 'rise' (9).

3.2 Conversion from noun to verb

Verbs converted from nouns have also many subclassifications (Quirk, 1997:
1561). They can express the action of putting in or on the noun, such as in
pocket(ed) (30) (to put into the pocket), 'film(ing)' (31) (to put into a film) and
'practice' (32). These verbs can also have the meaning of "to provide with (the
noun)" or "to give (the noun)", like name' (33) (to give a name to somebody),
'shape' (34) (to give shape to something) or 'fuel(s)' (35). The verbs belonging to
the third division will express the action done with the noun as instrument. It can



be exemplified with '"hammer' (36) (to hit a nail by means of a hammer), 'yo-yo'
(37) (to play with a yo-yo) 'dot' (38) or 'brake' (braking) (39). Another group of
verbs has the meaning of to act as the noun with respect to something, as
exemplified in 'host(ed)' (40) (to act as the host of a house). Other subclassification
has the sense of making something into the original noun, like in 'schedule(d)' (41)
(to arrange into a schedule) and 'rule' (42). The last group means to send by means
of the noun, that is the case of 'ship(ped)' (43) or 'telephone(d)' (44) (in an abstract
sense).
3.3 Conversion from adjective to verb

Adjectives can also go through the process of conversion, especially to
verbs. De-adjectival verbs get the meaning of "to make (adjective)". It can be
easily seen by means of examples like 'black(ed)' (45) (to make black), 'open' (46),
'slow(ing)' (47)... In some cases, when these transitive verbs are used intransitively,
a secondary conversion may happen (Quirk, 1997: 1561-1562), as it will be
explained later on.
3.4 Conversion from a closed category to any other category

Closed-class categories can also undergo conversion. Although their
frequency is much less common, the process is not ungrammatical. All
morphologic categories have examples of this kind (Cannon, 1985:425-426).
Prepositions are probably the most productive ones. They can easily become
adverbs, nouns and verbs. This is the case of 'up' (48 and 49) and 'out' (37 and 50).
Conversion to noun may as well occur in adverbs like in 'outside' (51) and 'inside’
(51); conjunctions, as regarded in 'ifs' (52) and 'buts' (52); interjections and non-
lexical items, like 'ho ho ho's' (53) and 'ha ha ha' (54); affixes such as 'mini-' (55)
can appear as noun (56) and proper noun (55).... Conversion to verb is frequent in
onomatopoeic expressions like 'buzz' (57), 'beep' (57) or 'woo(ing)' (58). Finally,
phrase compounds can appear as adjectives, such as in 'borrow-the-mower' (59),
'down-to-earth' (60) or 'now-it-can-be-told' (61).
3.5 Conversion from noun to adjective

There are some clues, though, to make sure conversion has taken place. In
the case of adjectives coming from nouns, the hints are quite easy: they can be
considered as cases of conversion only when they can appear in predicative as well
as in attributive form. If the denominal adjective can be used attributively, we can
affirm conversion has happened. If it can only appear predicatively, it is merely a
case of partial conversion. '"Mahogany music box' (62) can be used in an attributive
way, "the music box is mahogany". This implies 'mahogany' is a denominal
adjective. However, in the predicative phrase 'antiques dealers' (63) we cannot treat
'antiques' as an adjective because the attributive form of this expression is
ungrammatical (*dealers are antique). Another way to make sure we are in front of
a case of conversion is to change a word for another similar one. For example, in
'Dutch Auction' (64) we are sure the word 'Dutch’ is an adjective because it has the
specific form of adjective. Therefore, in 'South Jersey Auction' (65) or 'Texas
Auction' (66) we can affirm these are cases of denominal adjectives.
3.6 Conversion from adjective to noun



Adjectives can also shift into nouns, though it is not very frequent. It mainly
happens in well-established patterns of adjective plus noun phrase. Nominalisation
occurs when the noun is elided and the adjective is widely used as a synonym of an
existing set pattern. This could be the case of 'a Chinese favorite' (67).

The adjective nature in cases of partial conversion is evident, though. They
are nouns from the point of view that they appear in the same syntactic position.
Their grammatical nature, though, is a different one. These adjectives can still be
changed to the comparative and superlative form (adjective nature). This can be
exemplified in 'worst' (68) and 'merrier' (69). However, these adjectives cannot
behave as nouns: if their number or case is changed, they will produce
ungrammatical sentences. This can be seen in the case of 'more’ (69) in cases like
"*the mores we get". If the '-s' for the plural is added to any of these items, we
would get ungrammatical sentences. The case of 'cutie' (70), though, could be
argued. It seems to be much used and established within certain groups. This could
have converted it into a lexicalised example of adjective to noun.

Compounding

Compounding is a way of creating new words by combining two or more
derivational bases. The result of the process is a compound (word). It functions as
a single item, has its own meaning and grammar. But not all words that consist of
two roots are a result of pure compounding. Sometimes compounding is
accompanied by affixation and conversion (a compound derivative), sometimes
compound words add affixes later, and sometimes a compound word is converted
into another part of speech. It is sometime hard to tell one process from another.

Look at the following words and try to identify the mechanisms of word
formation that were used.

Price-reduction a drop-out old-maidish
To doorstep sportsmanship to shoplift

Classifications of compounds are done in many different ways. We can
classify them in terms of the parts of speech that make up the compound (noun +
noun, noun + verb, etc.). we can also classify them in terms of the type of link
between the components: coordinate vs. Subordinate. In a coordinate compound
both components are equal in importance:

In a subordinate compound one of the components is the main one and the
other (others) are subordinate.

According to the order of the components compounds are divided into
syntactic and asyntactic. In the first case the components are placed in the order
that resembles that order of the words in the corresponding free word combination.
In asyntactic compounds the order is different.

Compound nouns can be classified into endocentric and exocentric. If the
referent is named by one of the elements and given an additional characteristic by



another, is an endocentric compound: sunbeam, bath towel. If only the

combination of both elements names the referent, is an exocentric compound:
skinhead.

A separate group of compounds in English are the so-called neoclassical
compounds. Some elements in English word-formation can function as affixes in
some places, but in other cases they are different from affixes: bio-, -scope, electro-
, hydro-, etc. If we regard them as affixes, then such words as electroscope have no
roots. These elements appeared in English with classical borrowings: Latin and
Greek. Later they started being used to form scientific terms. They play quite a
prominent role in word-formation today.

Another interesting group of English compounds are phrase compounds,
constructions where an entire phrase seems to be involved in the formation of a
new word. Forget-me-not, dog-in-the-manger are examples of such compounds. In
some cases the sequence of words is quite long: a let-the-sleeping-dog-lie attitude,
a never-to-be-forgotten-occasion, a four-thousand-a-year job. They may be quite a
challenge for a translator. One more special group are noun + noun compounds or
the so-called “stone wall” complexes. The question is whether we should regard
them as compound words or as word combinations.

Lecture 6. Etymology

Native words

Germanic settler tribes (Angles, Saxons, Jutes and Frisians) entered Britain
in AD 449 onwards and displaced the original Celtic-speaking inhabitants. If we



can assume that the lexicon reflects the preoccupations of the language users, we
would not be surprised that the original Anglo-Saxon lexicon is concerned about
basic, down-to-earth matters. The Anglo-Saxons were originally not a settled
group; there was a settled civilization, but not very literate or sophisticated.

Many of the words are still used today. Some are grammatical words (such
as be, in, that) while others are lexical words (sing, live, go). Anglo-Saxon words
are usually short and concrete. Although Anglo-Saxon lexemes form only a
relatively small proportion of the modern lexicon, in any passage of English, there
is a relatively high density of Anglo-Saxon-derived lexemes, and indeed the 100
most frequently used items are almost all Anglo-Saxon (Crystal 1995: 125).

There are number of items that pertain to down-to-earth, everyday matters.
Many of the words that we described as ‘core’ earlier seem to be from Anglo-
Saxon. These words are of parts of the body (arm, bone, chest, ear, eye, foot, hand,
heart), the natural environment (field, hedge, hill, land, meadow, wood), the
domestic life (door, floor, home, house), the calendar (day, month, moon, sun,
year), animals (cow, dog, fish, goat, hen, sheep, swine), common adjectives (black,
dark, good, long, white, wide) and common verbs (become, do, eat, fly, go, help,
kiss, live, love, say, see, sell, send, think) (Jackson & Amvela 2000: 31). This is not
to say that the Germanic settlers were without poetry, music and culture; there
were also some &eroic components to Anglo-Saxon vocabulary.

Borrowings

Celtic borrowings

When the Anglo-Saxons took control of Britain, the original Celts moved to
the northern and western fringes of the island — which is why the only places
where Celtic languages are spoken in Britain today are in the west (Welsh in
Wales) and north (Scottish Gaelic in the Scottish Highlands). Celtic speakers seem
to have been kept separate from the Anglo-Saxon speakers. Those who remained in
other parts of Britain must have merged in with the Anglo-Saxons. The end result
is a surprising small number — only a handful — of Celtic borrowings. Some of
them are dialectal such as cumb (deep valley) or loch (lake). Reminders of
Britain’s Celtic past are mainly in the form of Celtic-based placenames including
river names such as Avon, ‘river’, Don, Exe, Severn and Thames. Town names
include Dover, ‘water’, Eccles, ‘church’, Kent, Leeds, London and York.

More recently, though, Celtic words were also introduced into English from
Irish Gaelic — bog, brogue, blarney, clan, slogan, whisky.

Scandinavian borrowings
The Scandinavian influence on Britain can be thought of in terms of three
episodes.
Firstly, we can think of the period 750-1016 when the Vikings
(Scandinavians) began attacking the northern and eastern shores of Britain and
settling in those parts of Britain. There was a state of enmity between the Anglo-



Saxons and the Vikings, so unsurprisingly, not many Scandinavian borrowings
took place; these include Ausbonda (husband) and lagu (law).

Secondly, we can consider the period 1016—1050, where the conditions were
more or less similar to the earlier period, only that King Alfred the Great had
succeeded in uniting the Anglo-Saxons and was actively promoting the English
language. There were more borrowings, including cnif (knife) and diegan (die).

Finally, we have the period 1050-1480. The French-speaking Normans took
over Britain in 1066, and both the English and Scandinavians were given the same
fate and were subdued by the Normans. Naturally, the English and the
Scandinavians come together and interact with each other more closely. Therefore,
a massive influence of the Scandinavian languages on English, in both grammar
and vocabulary.

Unless you are a specialist, it is very difficult to pick out Scandinavian loan-
words in English. This is because they seem to have the same quality and texture
as Anglo-Saxon words. They are ordinary, everyday words, and quite often
monosyllabic and include grammatical words (like the verb are (to be), or the
pronouns their, them and they and some of the commonest words in English today
like bag, dirt, fog, knife, flat, low, odd, ugly, want, trust, get, give, take, raise, smile
and though. A good number of sc- or sk- words today are of Scandinavian origin
(scathe, scorch, score, scowl, scrape, scrub, skill, skin, skirt, sky). Scandinavian
loan-words are therefore more usefully considered as core items. Why is this so?

e The English and Scandinavian belong to the same Germanic racial, cultural
and linguistic stock originally and their language, therefore, shared common
grammatical features and words. But changes had occurred in the languages
during the couple of centuries of separation of the two sets of people.

e The Scandinavians came to settle, rather than conquer or pillage. They lived
alongside the Anglo-Saxons on more or less equal terms.

e Under the Norman French, particularly, the two different groups fashioned a
common life together as subjects.

Under these conditions,

(a) the English word sometimes displaced the cognate Scandinavian word: fish
instead of fisk; goat instead of gayte;

(b) the Scandinavian word sometimes displaces the cognate English word: egg
instead of ey, sister instead of sweoster;

(c) both might remain, but with somewhat different meanings: dike-ditch, hale-
whole, raise-rise, sick-ill, skill-craft, skirt-shirt;

(d) the English word might remain, but takes on the Scandinavian meaning dream
(originally ‘joy’, ‘mirth’, ‘music’, ‘revelry’); and

(e) the English words that were becoming obsolete might be given a new lease of
life, eg dale and barn.

French borrowings
The Norman Conquest of 1066 left England as a trilingual country, although
most people would only speak one or two of the dominant languages. Latin was
the language for record keeping, learning and the church. French was the language



of the Norman aristocracy and therefore also the language of prestige, government
and polite social intercourse. English was the language of the common folk and
menials.

When the Normans took over England, they changed the language of
government and the court almost overnight and disregarded existing institutions.
Instead, they took on almost wholesale institutions derived from France, including
the feudal system which guaranteed strong control by the king.

There were three periods of French borrowings. The first, from about 1066
to 1250 represents the height of Norman power. The language spoken by the
Normans, known as Norman French (different from Central or Parisian French)
was the language of the King’s court, the nobles’ castles and the courts of law.
Norman French was therefore the language of honour, chivalry and justice. Indeed,
Matthew of Westminster said, ‘Whoever was unable to speak French was
considered a vile and contemptible person by the common people’ (1263).

There were not many French borrowings, since English continues be used,
largely in its own, low-level arenas and French and English speakers were kept
separate.

The second period, roughly from 1250 to 1400 represents the period of
English-French bilingualism in individuals (not just in the nation). The number of
French loanwords ballooned in this period. Why was this?

Very briefly, this is what happened. In 1204, Normandy (in northern France,
where the Normans came from) was acquired by the French king. Among other
things, it meant that the Norman aristocracy in England couldn’t travel back and
forth between their lands in England and France anymore. They had to choose
whether they wanted to remain in England or in France. Those who remained in
England began to see England as their home. This led to the reassertion of English
as the language of the realm. Other reasons for the reassertion of English are:

e the Normans in England belonged to the Capetian dynasty spoke Norman
French; this became non-prestigious in France as the variety spoken by the
Angevian dynasty in France, Parisian French, became the prestige variety;
because Norman French was seen as socially inferior, it was less difficult to
abandon it in favour of English;

e subsequently, England became at war with France in the Hundred Years War
(1337-1453).

Even as English was on its way in, the gaps in English vocabulary had to be
filled by loanwords from French. These include items pertaining to new
experiences and ways of doing things introduced by the Normans. So whilst the
English already had kings, queens and earls, terms taken from French include
count, countess, sire, madam, duke, marquis, dauphin, viscount, baron, chevalier,
servant and master. Other domains that became enriched with French loanwords
include:

e Government: parliament, chancellor, government, country, crown

e Finance: treasure, wage, poverty

e Law: attorney, plaintiff, larceny, fraud, jury, verdict



War: battle, army, castle, tower, siege, banner
e Religion: miracle, charity, saint, pardon
e Morality: virtue, vice, gentle, patience, courage, mercy, courtesy,
pityRecreation: falcon, covert, scent, chase, quarryArt, fashion, etc.:
apparel, costume, gown, art, beauty, colour, image, design, cushion,
tapestry
e Cuisine: stew, grill, roast, . . . (compare these with AS-based terms like
bake), bacon, mutton, pork, veal, venison (compare these with AS-based
terms like boar, calf, cow, deer, ox, sheep, swine)

e Household Relationships: uncle, aunt, nephew, cousin (form from OE:

father, mother, brother and from Scandinavian sister)

The third period of French borrowings is from around 1400 onwards. The
borrowings of the first two periods tend to be more elegant and sophisticated but
yet not too far away from the core and several became quite nativised (dance,
April, native, fine, line, punish, finish). These later borrowings were more, distant
from the core, with attention being explicitly called to their sophisticated, well-
bred, cultivated, even arty ‘French’ texture: notice the spellings and pronunciations
of some of these items: ballet, tableau, statuesque, cliche, motif, format, trousseau,
lingerie, soufflé, hors d’oeuvre, rouge, etiquette.

Latin borrowings

Latin, being the language of the Roman Empire, had already influenced the
language of the Germanic tribes even before they set foot in Britain. Latin
loanwords reflected the superior material culture of the Roman Empire, which had
spread across Europe: street, wall, candle, chalk, inch, pound, port, camp.

The native Celts had also learnt some Latin, and some of these were
borrowed by the Anglo-Saxons in Britain: sign, pearl, anchor, oil , chest, pear,
lettuce.

Latin was also the language of Christianity, and St Augustine arrived in
Britain in AD 597 to christianise the nation. Terms in religion were borrowed:
pope, bishop, monk, nun, cleric, demon, disciple, mass, priest, shrine. Christianity
also brought with it learning: circul, not (note), paper, scol (school), epistol.

Many Latin borrowings came in the early ME period. Sometimes, it is
difficult to say whether the loan-words were direct borrowings from Latin or had
come in through French (because, after all, Latin was also the language of learning
among the French). One great motivation for the borrowings was the change in
social order, where scientific and philosophical empiricism was beginning to be
valued. Many of the new words are academic in nature therefore: affidavit,
apparatus, caveat, corpuscle, compendium, equilibrium, equinox, formula, inertia,
incubate, momentum, molecule, pendulum, premium, stimulus, subtract, vaccinate,
vacuum. This resulted in the distinction between learned and popular vocabulary in
English.

Greek borrowings



Greek was also a language of learning, and Latin itself borrowed words from
Greek. Indeed the Latin alphabet is an adaptation of the Greek alphabet.

Many of the Greek loan-words were through other languages: through
French — agony, aristocracy, enthusiasm, metaphor; through Latin — ambrosia,
nectar, phenomenon, rhapsody. There were some general vocabulary items like
fantasy, cathedral, charismatic, idiosyncrasy as well as more technical vocabulary
like anatomy, barometer, microscope, homoeopathy.During the Renaissance and
after, there were modern coinages from Greek elements (rather than borrowings).
For example, photo- yielded photograph, photogenic, photolysis and photokinesis;
bio- yielded biology, biogenesis, biometry, bioscope; tele- yielded telephone,
telepathy, telegraphic, telescopic. Other Greek elements used to coin new words
include crypto-, hydro-, hyper-, hypo-, neo- and stereo-.

Other borrowings

As a result of empire and trade contacts, the lexicon of English continued to
acquire terms from other languages including the following:

e American: racoon, coyote, prairie, wigwamAustralian: wallaby, kangaroo,
boomerang

e Arabic: saffron, sequin, tamarind, alchemy, zenithPersian: naphtha, jasmine,
chess, lilac

e Japanese: samurai, kimono

e Other Asian regions: avatar, yoga, stupa, karma, curry, bangle, chop,
catamaran, mandarin, ketchup, kowtow

For users of English in England, America, the rest of Europe, etc., these
settle around periphery, not as learned words but as exotica.

Lecture 7. Word Combinations and Idioms

A syntagmatic lexical relation is a culturally determined pattern of
association between pairs of lexical units.



Syntactical relations are rules prescribing combinability of a sign. They can
be grammatical (what part of speech can be combine with another part of speech)
or lexical. In speech the meanings of words combine and interact with one another.

Types of syntagmatic relations:

Philonyms = two lexical units combined into a syntactically and
semantically normal constructions.

Tautonyms = pleonastic constructions.

In the majority of cases when we combine words in a sentence we create
redundancy: “Divide the apple into two halves”. “The bird is flying” (the word
“bird” already contains the semantic feature “fly” in its meaning). This
phenomenon is called pleonasm.

Xenonyms = dissonant constructions.

Syntactical relations are rules prescribing combinability of a sign. They can
be grammatical (what part of speech can be combine with another part of speech)
or lexical. In speech the meanings of words combine and interact with one another.

In some cases words change their dictionary meanings in a context, or, in
other words, acquire a contextual meaning. It may aquire a different referential
meaning or it may aqcuire new semantic features or lose some of the semantic
components.

context - discourse that surrounds a language unit and helps to determine its
interpretation

context of use, linguistic context

discourse - extended verbal expression in speech or writing

context - the set of facts or circumstances that surround a situation or event; "the
historical context"

circumstance

environment - the totality of surrounding conditions; "he longed for the
comfortable environment of his living room.”

The terms collocation and collocability were first introduced by J R Firth in
his paper Modes of Meaning published in 1951. Firth does not give any explicit
definition of collocation but he rather illustrates the notion by way of such
examples as: 'One of the meanings of ass is its habitual collocation with an
immediately preceding you silly..." Although some of his other contributions to
linguistic and stylistic analysis (such as prosodic features) have had a considerable
impact, his notion of collocation has not been seriously considered until the last
decade. The reasons for this neglect are probably twofold: on the one hand, the



rather vague terms in which he described the notion (cfr. Haskell 1970) and, on the
other hand, the practical restrictions imposed by the prohibitive scale of a textual
study of collocability. The latter drawback has been remedied by the introduction
of the digital computer in textual analysis. As to the former, several recent attempts
have been made by scholars at defining the notion collocation more precisely
within the framework of modern linguistic theory.

Collocation: 'the syntagmatic association of lexical items, quantifiable,
textually, as the probability that there will occur at n removes (a distance of n
lexical items) from an item x, the items a, b, ¢ ...

A collocation is a group of words that habitually co-occur. They may
collocate simply because the combination reflects a common real world state of
affairs: Pass me the salt. But some collocations have an added element of linguistic
convention (native speakers have chosen to say so).

The combinability of the word A is a set of requirements the word B should
meet to be syntactically connected with the word A.

Valency is the ability of a word to combine with other words. Lexical and
grammatical valency: high — tall; walk fast, taste delicious.

Semantic syntax shows the types of relations that link lexical meanings of
words in a text. Compare our grammatical cases with the semantic cases identified
by Ch. Filmore: agent, instrument, object, locativ (location), etc. Apresyan
identifies 25 semantic valencies: subject, object, cause, recipient , etc.

The word L has a semantic valency X if the word L describes a situation in
which X is an indispensable participant.

The role of semantic syntactical relations in translation.

Free word combinations.

Phrases are syntactic structures formed by two or ore notional words with a
grammatical links between them.

John Lyons: a phrase is any group of words which is grammatically
equivalent to a separate word and which has no predicative link.

There are three types of subordinate links: agreement (making the
subordinate word take a form similar to that of the word to which it’s subordinate),
government (the use of a certain form of the subordinate word required by the
main word), and parataxis.



(Transparency).

A phrase is a means of naming: it denotes and object, a phenomenon, a
process, a quality. The mechanism of naming is different: the main component
names it and the subordinate one specifies, gives some additional information,
provides a more specific characteristic.

In terms of distribution phrases can be classified into 2 large groups:
endocentric (the phrase has the same distribution as the main component) and
exocentric (the distribution of the word combination is different from either of its
components).

Phrases can be motivated and non-motivated. The meaning of a motivated
phrase is transparent: it is the result of the interaction of the meaning of each
component and the meaning of the pattern: to spend a day in the country or a day
to spend in the country.

Idioms.

Set phrases or idioms are not formed by the speaker in the process of
speech but are reproduced as readymade units.

There are many definitions of idioms. One of them is: "An idiom is
assigning of a new meaning to a group of words which already have their own
meaning." These are non-motivated phrases and their characteristic features make
them function like words, not like word combinations.

These characteristic features are:

the meaning attached to whole group is different from the combined
meaning of the components;

set phrases are rigid, their components cannot be easily replaced;
they are reproduced in speech as readymade units.

Changes in the semantic structures of the components are of different nature.
Some of them are metaphoric, others are metonymic, still others are based on
illogical assumptions.

They are like ships that pass in the night, on the tip of the tongue, once in a
blue moon.

There are other factors that participate in constructing a set phrase: rhythm,
rhyme, alliteration, pun, contrast (out of sight, out of mind, head over heels, rain or
SNOW)

With some set phrases the degree of inflexibility can be different: bear
malice, grudge.



There are several classifications of set phrases. They all were made by
Russian scholars.

V. Vinogradov:

Phraseological fusions: absolutely non-motivated idioms: head over heels, red
tape, beat about the bush.

Phraseological unities: the meaning of these idioms is pretty transparent, we
understand the motivation of such idioms: to know on which side the bread is
buttered, to pour money down the drain, to sweep somebody.

off his feet.

Phraseological combinations: one of the components is used in its direct
meaning, the other in the figurative one: on one hand, on the other hand; on the
spur of the moment.

A. Koonin’s classification is functional.

Naming phrases denote objects, qualities, processes, actions. They can be noun
phrase (they are used in the functions of a noun), adjectival (used as attributes) and
adverbial (are used as adverbial modifiers):

Crocodile tears, the voice of one crying in the wilderness, the goose that might lay

golden eggs, larger than life, alive and kicking, more dead than alive; with all
one's heart, head and shoulders, rain or shine.

Interjectional phrases express emotions: by George! (admiration, discontent,
irritation, etc.) My foot! (denying what has been said in the previous sentence).

Communicative phraseological units (proverbs and sayings):
Let sleeping dogs lie. Out of sight, out of mind. Life is not a bed of roses.

Naming-communicative: the main component of these phrases is a verb, but only
if verbs in these phrases can be used both in the active and the passive voice, and
the phrase itself can be transformed into passive. Break the ice - the ice is broken,
to cross the Rubicon - the Rubicon is crossed. The other verbal phrases are
regarded as naming.

Amosova's classification is based on the criterion of context (minimum
discourse which is sufficient for identifying a word's meaning). Free word
combinations make up variable contexts, whereas set phrases are non-variable or
fixed contexts. Fixed context is interrelated with the new meaning that is attached
to the components. If only one of the components acquires a new specific meaning
dependent on the other component, the set phrase is classified as a phraseme: a
blind date, the teacher's pet. If both components have acquired new meaning, the



phrase is an idiom: straight from the horsed mouth (from a reliable source), eager
beaver (a person who does something above what is necessary to win a favor).

Lecture 8. Dialects and variants of the English language

Language used in different parts of a country and by different social groups
usually varies. Dialectology differentiates between geographical and social
variations of the same language.

Geographical variations of English can be dialects or variants. The
difference between the two types of variations depend on one factor: presence or
absence of the standard or literary layer of language. Standard language is used in
literary works and in the mass media. It is based on literary forms fixed in
dictionaries and rules fixed by standard grammar.

Dialects are non-literary forms of language. A dialect is used in a certain part
of a country. It is opposed to Standard English.

On the territory of Great Britain there are two variants of English: Irish
and Scottish. They are treated as variants because there are literary works created
in Irish English and Scottish English.

Dialects of British English:

Variants of English outside the British Isles: American, Australian, and
Canadian.

American English. There were three main factors that determined
divergence of American English from British English.

Factor 1 is the influence of languages which were different from the
languages that influenced British English. English colonists in the New World had
contacts with other nations and ethnic groups which English people did not have
on the Isles.

BORROWINGS INTO AMERICAN ENGLISH

Languages Semantic groups Examples
Indian Plants, animals, foods, | Sequoia, squash, racoon,
languages culture, political terms | skunk, pemmican, squaw,
(Algonquian, wampum, caucus
Iroquoian,

Siouan, etc.)

Spanish Plants, animals, ranch | Marijuana, barracuda, lasso,
life, food and drink, tortilla, tequila, plaza, patio
building, etc.

French Plants, animals, foods, | Pumpkin, gopher, praline,
toponymics, coinage prairie, cent, dime

German Food and drink, Delicatessen, hamburger,




education, social, etc. semester, seminar, Christmas

tree
Dutch Food, social Cookie, boss, Yankee, dumb,
classification, spook

miscellaneous

The second factor is called “the colonial lag”. The first colonists spoke the
English of Shakespeare. Some words fell out of use in Great Britain but American
English retained them.

Loan — lend, fall — autumn, quit — stop, apartment — flat.

The third factor relates to the specific features of American life, to technical,
social and other innovations that appeared in the States.

Drive-in, drive-through, fraternity, sorority, alumni, hot dogs, etc.
Glorification of the commonplace: saloon, undertaker — funeral furnisher, home-
maker — housewife, casket — coffin.

Regional variations:

Dialect differentiations along the East Coast of the U.S. is finely graded, the

result of mixing patterns of early immigration and difficulty in travel and

communication between cities in colonial times. Further west dialects are much
further apart, illustrating the mixing of the various Easy Coast varieties as people
moved west. The major immigration routes into the west are primarily responsible
for the mingling of many distinct eastern varieties into three large mid-America
dialects: the Northern (New England, New York City), Midland (Philadelphia
Area, West Virginia), and Southern (South Carolina),
Examples: Northern (New England): waked up (woke up), stand on line (in line)
South: quarter till nine (of nine), clean (=well, completely “clean over
half an hour”)
Midland: wait on (for), turnpike (highway)

Lecture 9. Lexicography

The Oxford English Dictionary (OED). It has rightly been referred to as the
greatest dictionary ever written for any language. Although it certainly cannot be
up-to-date (due to its history and its genesis) it is without any doubt a most



astonishing achievement and an inexhaustible storehouse of knowledge about the
English language.

A glance at its history will reveal why the OED is unique (cf McArthur
1986: 124ff). Around the middle of the last century it was felt in England that
existing dictionaries of the language were inadequate. So the Philological Society
in London, around 1850, started the project of a new dictionary. For this purpose,
in 1879 a contract was signed with the old and famous Oxford University Press for
the financing and publication of the dictionary. During the long and eventful years
of writing and publishing, several editors were in charge of the process. The most
important of these was probably James A.H. Murray. But neither a single editor nor
the entire Philological Society could have managed to complete this immense
project single-handedly. The plan (which was in fact carried out) was to give for
every word of the English language and for each of its meanings, quotations from
actual written texts. To find such examples by the systematic reading of texts could
only be done by the help of many volunteer readers, over the course of years and
years. The material contributed by hundreds of readers formed the basis of the
editing of the dictionary. At one point there were over 800 of them (cf The
Compact Edition of the OED: vii) and all in all 2,000 readers sent in 5 million
quotations over a period of 70 years (cf McArthur 1986: 131). In 1884 the first
instalment of the dictionary, originally entitled 4 New English Dictionary on
Historical Principles, was issued. This title is responsible for the abbreviation
NED, still occasionally used today. The final part with the letter Z appeared in
1928. Thus the whole project had taken exactly 70 years since the resolution of the
Philological Society calling for a new dictionary was passed in 1858. However, the
undertaking was not completed with the issuing of the last instalment.13 In 1933
an important supplement volume appeared containing new and omitted words, as
well as corrections necessitated during the long publication process. The completed
work treats more than 400,000 words and phrases. Together with the 1933
Supplement it is bound in 13 large volumes, occupying 16,570 pages. Since the

The smallest and therefore most up-to-date dictionary based on the OED and
its Supplements is The Concise Oxford Dictionary of Current English (COD). In
spite of this origin, former editions of the COD contained relatively few
quotations, illustrative sentences, or collocations, ie co-occurrences of lexical
items. The latest editions, however, have adapted more to the pressure of
competing dictionaries of comparable size and price. Furthermore, the long
tradition in which it stands is a burden in some respects.

After eighty years of COD (first published 1911), the eighth edition of 1990
is a departure from the tradition in several respects. Like OED2, it has now newly
adopted the use of the IPA phonetic transcription. Up to the seventh edition, an
attempt had been made to separate linguistic and encyclopedic information by
emphasizing the distinction between "a dictionary" and "an encyclopaedia [sic!]".
The editor.R.E. Allen now states (81990: XXIII) that this distinction "is rather less
strictly maintained". Finally, as specified on the same page:



With this eighth edition the COD has entered the computer age. The text was
initially assembled as a computer database...

This database contains material from a broad variety of printed and
electronic sources and the dictionary articles have a completely new structure. The
COD is thus no longer directly derived from the OED. Naturally, this is also true
for the

Although the Oxford Advanced Learner's Dictionary of Current English
(OALD), originally compiled in 1942 by A.S. Hornby (with the help of others), is
also published by Oxford University Press, it is only indirectly related to the
preceding work. The characterization "Advanced Learner's" in the title is
somewhat misleading (but cf Cowie 1987). It is definitely profitable for other users
as well. Compared to the COD, the OALD, with its latest sixth edition 2000, is
rather restricted to more basic vocabulary and contains fewer learned and technical
words, and practically no etymology. On the other hand it is modern and up-to-date
and is distinguished by its clarity. It further contains many typical examples and
collocations and very useful illustrations (cf Ilson 1987). Another helpful feature
found in most modern dictionaries (automatically incorporated in computer
programs for word processing today) is the marking of word-divisions at the end of
a line. Three advantages of the OALD may be particularly emphasized: 1. It
contains short but nevertheless exact definitions and paraphrases of the concepts, 2.
each definition and different use is illustrated with an example, ie the word is
shown in a typical context, 3. valuable grammatical information is provided. The
OALD6 contains many clear illustrations and tables. As in most recent
dictionaries, a number of useful appendices are added at the end. Naturally, the
latest edition is available on CD-ROM, with videos, interactive control of
pronunciation, and grouping together visually related concepts.

Only indirectly related to the OED is the The New Oxford Dictionary of
English (NODE), edited by Judy Pearsall in 1998 at Clarendon Press. It is also
based on the British National Corpus (BNC, 100 mio words, see 1.5) and on a
continuous search for new words by a 60-people-strong international network of
readers. Its new "quick-access page design" offers the most important modern
meanings of a word first. Word history notes explain the linguistic roots of each
word and its changing meanings over the centuries. NODE is not only available as
a single-volume print dictionary, but also online. For a review of NODE and other
dictionaries see Allen (2000).

Another important medium-sized dictionary that is not derived from the
OED is the Longman Dictionary of Contemporary English (LDCE). It was first
published in 1978 as a completely new, original work, which uses the findings of
modern linguistics to give a more precise description of language. The editors have
frequently had recourse to the material of the Survey of English Usage (SEU) at
University College London. This is a representative corpus set up for the analysis
and description of the contemporary language, containing examples of many
varieties of English. There are very important and symptomatic changes and
improvements in the second edition of 1987.



The LDCE is comparable in scope to the OALD and has many original
features. It also contains grammatical information on word classes, countability,
and the construction potential of verbs. As in the OALD, illustrations are used,
besides definitions, for the explanation of the words treated. Syllable structure is
also indicated, which is relevant for end-of-line divisions. The use of words is
demonstrated in extensive typical contexts, and collocations are shown in three
different ways: in example sentences, by explanation in the so-called Usage Notes,
and by typographic emphasis if the collocation is idiomatic or found very often.
The revised edition is furthermore improved by additional Language Notes, ie
tables which incorporate pragmatic aspects into the dictionary and provide useful
information on addressing people, apologies, criticism and praise, invitations and
offers, politeness, thanks, the use of articles, collocations, modals, phrasal verbs,
prepositions etc. It also consistently attempts to avoid racist and sexist language
(see 1.3). Neologisms and natural and typical usage in the 1980s are captured by
constant updating of the Longman Citation Corpus, now called the Longman
Corpus Network.

A third example of medium British dictionaries free from the burden of
tradition is the Collins Dictionary of the English Language (COLLINS), first
published in 1979. A slightly revised edition appeared in 1986. It pays considerable
attention to geographical variation and has special consultants for Scottish English,
Caribbean English, Australian English etc. The COLLINS is larger than the COD,
which is due in part to the fact that it contains a great deal of encyclopedic
information. This may be illustrated by the following entries: Brenner Pass 'a pass
over the E Alps, between Austria and Italy. Highest point: 1,372 m'; Bretagne 'the
French name for Britanny'; Bridge ... Frank '1879-1941, English composer ...";
Bridge of Sighs 'a covered 16th-century bridge in Venice ...".

With its special focus on varieties of English, it is not surprising that the
COLLINS (like the LDCE) should have developed a neat system of "restrictive
labels", subclassified into "temporal" {Archaic, Obsolete), "usage" {Slang,
Informal, Taboo, Facetious, Euphemisticc Not standard), '"connotative"
{Derogatory, Offensive), "subject-field" {Astronomy, Banking etc.), and "national
and regional labels" {Austral, Brit., Canadian, Caribbean, Irish, N.Z., S. African,
Scot., U.S.).

Let us now turn to a fourth medium-sized dictionary of contemporary
English, produced by the same publisher, the COBUILD English Language
Dictionary, which was unique in many ways when it appeared in 1987
incidentally, our counting could be renumbered on good grounds, if we considered
the second edition of the LDCE as a different, fifth book. It is really a new edition,
with a woman, Delia Summers, as a new Editorial Director, with a more
progressive attitude, where women feature as protagonists in many of the examples
given. A number of features of the COBUILD are quite exceptional, which make it
a kind of "odd man out".

As we have seen, most British dictionaries, especially the recent medium-
sized ones, give due consideration to regional variation of English. There are, of



course, special dictionaries for English and American dialects, for Scottish English,
for Americanisms, Canadianisms, etc. and the Dictionary of American Regional
English (DARE), published under the direction of F.G. Cassidy. Since, however,
the American national standard plays such an extraordinary role, I will briefly
consider some important American dictionaries. The nearest equivalent to the OED
(although a far cry from the monumental original) is 4 Dictionary of American
English on Historical Principles (DAE) published in four volumes by the
University of Chicago Press between 1936 and 1944. It has the same lay-out, and
one of its editors, W. Craigie, was co-editor of the OED.

Perhaps the most comprehensive modern authoritative work is WEBSTER'S
THIRD New International Dictionary of the English Language (W3) that
provoked heated discussions when it first appeared in 1961. It was originally
published in 2 volumes, but a later edition of 1976 is in 3 volumes. The same year,
a supplement appeared under the title Six Thousand Words. This is contained in the
most recent compilation: /2 000 Words: A Supplement to Webster's Third, edited by
Frederick C. Mishetal (1986).

At the turn of the century, or millennium, there was a new wave of
publications, mainly due to the publishers' need to make use of a new medium
for their dictionaries, namely the CD-ROM (cf Jehle 1999). This development
had already started in 1984, with the computerization of the OED, and Edmund
Weiner becoming co-editor of the new OED, as mentioned in the second edition
of my Outline (1992: 28f). In the year 2000 OUP released the sixth edition of
the OALD (simultaneously with the electronic version) with a refined entry
design, using two colours, introducing so-called shortcuts for different meanings
and including emphasis is laid on American English.

The most recent development in the area of electronic dictionaries is the
availability of a wide range of reference works, encyclopedia and other
language related sites on the Internet. Some of them are presented by publishing
companies, thus guaranteeing a high standard but many others are of unknown
or uncertain origin, so that one cannot be sure about the quality of information.

IIJIAHBI CEMUHAPCKHUX 3AHATUN

Monyab 1. C10B0 Kak 00bEKT JIEKCUKOJIOTHH



Seminar 1: THE WORD AS THE MAIN UNIT OF LANGUAGE (2 u4.)

1. The issues lexicology addresses as a branch of linguistics: the object of
lexicology, types of lexicology, the connection of lexicology with other
branches of linguistics.

2. The word and its properties. Facets of the word as a sign.

3. The main approaches connected with the problem of the word as the main
language unit: E. Sapir, A.l. Smirnitsky, I.V. Arnold.

4. The word as an arbitrary and motivated sign. Types of motivation.
Demotivation of words.

5. Naming. Main ways of nomination. Mechanisms employed by language to
create new words.

OcHoBHas JuTEpaTypa:

Arnold 1.V. The English Word. — M. : Beicmas mkona, 1986. — P. 9-21, 27-
31, 33-36, 55.

3vikosa U.B. TlpakTuueckuil Kypc aHDIMICKOMN Jiekcukonorun = A Practical
Course in English Lexicology. — M. : Akanemusi, 2006. — C. 6-10, 15-17, 25-26.
JJonmonHuTEIBHAS JIUTEPATypA:

Ginzburg R.S., Khidekel S.S., Knyazeva GY., Sankin A.A. A Course in
Modern English Lexicology. — M. : Beicmas mkona, 1979. — P. 7-12, 25-28.

Aumpywuna I'b., Aganacvesa  O.B., Mopozosa H.H. Jlekcukonorus
aHTIUHCKOrO s3bika. — M. : JIpoda, 2001. — C. 6-11.

babuu I'H. Lexicology: A Current Guide = JIeKCHKOJIOTHS aHIJIMMCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 9-18.

Tsuwuanu H.b. CoBpeMEeHHBIM aHIMIMMCKUM s3bIK. JIekcukomorus = Modern
English Studies. Lexicology. — M. : Akagemus, 2007. — C. 11-21.

Jluneeucmuueckuii sHyukioneouyeckutl croseaps / I'm. pen. B.H. Spuesa. —
M. : Cos. sunuknoneaus, 1990.

PEKOMEHJIYEMbIA NEPEYEHD TIPAKTUYECKUX 3AJIAHUHA

1. 3vikosa HM.B. IlpakTMueCKMil KypC AaHITIMACKOM JIEKCHKOJIOrMH = A
Practical Course in English Lexicology. — M. : Akagemus, 2006. — C. 35-36,
yop. 1-3.

2. Mednikova E.M. Seminars in English Lexicology = Ilpaktukym mno
JICKCUKOJIOTHH aHTIIMHCKOTO SI3bIKa. Y4eO. mocoOue uist MH-TOB U (aK. HHOCTD.
3. — M. : Beicmmag mxona, 1978. — P. 39, ex. 3.

Monyasb 2. Jlekcndeckasi CeMaHTHKA



Seminar 2: WORD MEANING. SEMANTIC FIELDS AND SENSE

RELATIONS (2 4.)
1. The most important theories of meaning:
a) the referential theory;
b) the functional theory;

c) the conceptual theory (in the Soviet tradition and in cognitive linguistics).
Why no one of the given definitions of meaning is satisfying?

2. Types of meaning: lexical vs. grammatical, denotative vs. connotative,
dictionary vs. contextual, intensional vs. extensional.
What challenges can a translator have trying to render different types of

meaning?
3. Syntagmatic and paradigmatic relations of words in language.
4. Sense relations from a paradigmatic perspective:

b) synonymys;
C) antonymy;

d) hyponymy;
e) partonymy.

What challenges for a translator does each type of sense relations present?
5. Semantic fields as a universal way of classifying and categorizing our
knowledge of the real world: definition, units, main characteristic features.

OcHoBHas JuTEpaTypa:

Arnold 1. V. The English Word. — M. : Beicmias mkona, 1986. — P. 23, 31-33,
37-50, 194-206, 209-215, 226-229.

3vikosa U.B. TlpakTuueckuil Kypc aHDIMICKOMN Jiekcukonorun = A Practical
Course in English Lexicology. — M. : Akanemusi, 2006. — C. 11-15, 17-20, 39-46.
JJonmoHuTEIBHAS JJUTEPATypA:

Ginzburg R.S., Khidekel S.S., Knyazeva GY., Sankin A.A. A Course in
Modern English Lexicology. — M. : Beicmias mxkomna, 1979. — P. 13-23, 46-47, 51-
61.

Aumpywuna I'b., Aganacvesa  O.B., Mopozosa H.H. Jlekcukonorus
aHruickoro s3eika. — M. : Jlpoda, 2001. — C. 129-131, 184-197, 209-210, 216-
219, 280-282.

babuu I'H. Lexicology: A Current Guide = JIeKCHKOJIOTHS aHIJIMMCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 57-61, 77-85.

Tsuwuanu H.b. CoBpeMEeHHBIM aHIMIMMCKUM s3bIK. JIekcukomorus = Modern
English Studies. Lexicology. — M. : Akagemus, 2007. — C. 19-20, 48, 101-113, 125,
137-138, 145-153.

Jluneeucmuueckuii sHyukioneouyeckutl crosaps / I'nm. pen. B.H. Spuesa. —
M. : Cos. sunuknoneaus, 1990.

Seminar 3: THE SEMANTIC STRUCTURE OF THE WORD.



SEMANTIC CHANGES IN LANGUAGE (2 u4.)

1. Polysemy as a means of economizing in language. The semantic structure of
a polyseme.

2. Homonymy: sources of homonymy, classification of homonyms.

3. Metaphor and metonymy as cognitive mechanisms of creating new
meanings.

4. Change of meaning: causes, types of semantic change (broadening and
narrowing of meaning, elevation and degradation of meaning, hyperbole and
litotes).

OcHoBHas JuTEpaTypa:
Arnold 1.V. The English Word. — M. : Beicuras mkona, 1986. — P. 50-59, 60-
76, 155, 182-194.

3vixkosa U.B. TlpakTuueckuil Kypc aHDIMICKOM Jiekcukonorun = A Practical
Course in English Lexicology. — M. : Akanemus, 2006. — C. 27-34.

JJonmonHuTEIBHAS JJUTEPATypA:
Ginzburg R.S., Khidekel S.S., Knyazeva G.Y., Sankin A.A. A Course in
Modern English Lexicology. — M. : Beicmas mkona, 1979. — P. 28-33, 33-46.

Aumpywuna I'B., Agpanacvesa O.B., Mopozosa H.H. Jlexcuxonorus
aHTIuicKoro s3eika. — M. : Jlpoda, 2001. — C. 131-142, 147-160, 166-175, 279-
280.

babuu I'H. Lexicology: A Current Guide = JIeKCHKOJIOTHS aHIJIMMCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 61-70, 74-77.

Tsuwuanu H.b. CoBpeMeHHBIN aHTTTUACKUH s13bIK. JIekcukomorus = Modern
English Studies. Lexicology. — M. : Akanemus, 2007. — C. 18-19, 28-29, 35, 37-38,
95, 98, 138-145.

Jluneeucmuueckuii sHyukioneouyeckutl crosaps / I'nm. pen. B.H. Spuesa. —
M. : Cos. sunuknoneaus, 1990.

PEKOMEH/JIYEMbIA NEPEYEHD TIPAKTUYECKUX 3AJIAHUHA

1. Aumpywuna I'b., Aganacvesa  O.B., Mopozosa H.H. Jlekcukomorus
aHruickoro s3pika. — M. : [lpoda, 2001. — C. 142-146, ynp. 2-9, c. 160-165,
ymp. 2-10.

2. babuu I'H. Lexicology: A Current Guide = JlekcHKOIOTHS aHIJIMHCKOTO
a3bika. — M. : @nunTa : Hayka, 2008. — C. 71-73, ynp. 5, 7-11, 13, 16-19, c. 86-
89, ymop. 6-13.

3. 3vikosa U.B. TlpakTudyeckuii Kypc aHTIIMHCKOM Jekcukonoruu = A Practical
Course in English Lexicology. — M. : Akagemus, 2006. — C. 21-25, ynp. 1-7, c.
36-38, ynop. 4-11, c. 47-51, ynp. 1-12.



Monyasb 3. CioBooOpa3oBanue

Seminar 4: WORD FORMATION. AFFIXATION, CONVERSION,
COMPOUNDING (2 u.)

1. Affixation as a principal way of word formation. The affix and
the word building pattern as the main units of affixation.

2. Classification of affixes. The valency of affixes and stems.

3. Conversion: 1its peculiarities in the English language (productivity,
mechanisms, synchronic vs. diachronic approach).

4. Compounding: its peculiarities in the English language (productivity,
patterns, compounding accompanied by other means of word formation,
neoclassical compounds, noun + noun phrases, criteria for identifying a
compound word).

OcHoBHas JuTEpaTypa:
Arnold 1.V. The English Word. — M. : Beiciias mkona, 1986. — P. 77-107,
108-133, 134-152, 153-164.

3vikosa U.B. TlpakTuueckuil Kypc aHmIMicKon nekcukoioruu = A Practical
Course in English Lexicology. — M. : Axagemus, 2006. — C. 52-57, 61-66, 70-71,
71-78, 87-96.
JJonmoHuTEIBHAS JJUTEPATypA:

Ginzburg R.S., Khidekel S.S., Knyazeva G.Y., Sankin A.A. A Course in
Modern English Lexicology. — M. : Beicmas mkona, 1979. — P. 23-25, 89-107,
108-114, 114-127, 127-159.

Aumpywuna I'B., Agpanacvesa O.B., Mopozosa H.H. Jlexcuxonorus
aHTIuicKoro s3eika. — M. : Jlpoda, 2001. — C. 78-86, 86-94, 104-120.

babuu I'H. Lexicology: A Current Guide = JIeKCHKOJIOTHS aHIJIMMCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 36-46, 46-53.

Tsuwuanu H.b. CoBpeMEeHHBIN aHIMIUMCKUN s3bIK. JIekcukomorus = Modern
English Studies. Lexicology. — M. : Akaagemus, 2007. — C. 69-75, 77-81, 84-88.

Jluneeucmuueckuii snyukioneouyeckutl crosaps / I'm. pen. B.H. Spuesa. —
M. : Cos. sunuknoneaus, 1990.

PEKOMEHJIYEMbIA NEPEYEHD TPAKTUYECKHUX 3AJIAHUHA

1. Aumpywuna I'b., Agpanacvesa O.B., Mopozosa H.H. Jlexcuxonorus
aHTIUHCKOrO s3bika. — M. : Jlpoda, 2001. — C. 95-103, ynp. 2-13, c. 120-128,
yap. 2-11.



2. babuu I''H. Lexicology: A Current Guide = JIekcukoaorust aHTIIMHCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 54-56, ynop. 4, 5, 7-10, 17, 18.

3. 3vikosa U.B. TlpakTudeckuit Kypc aHTIMNCKOM ekcukonoruu = A Practical
Course in English Lexicology. — M. : Akanemusi, 2006. — C. 58-61, ynp. 1-8, c.
67-69, ynp. 1-7, c¢. 79-87, ynp. 1-20, c¢. 97-102, ynp. 1-14.

Monyab 4. dTumosnorusi

Seminar 5: THE ETYMOLOGY OF THE ENGLISH WORD-STOCK (2 4.)

1. The origin of English words. Native words vs. borrowings.
Characteristic features of native words and their semantic groups.

2. Borrowing as a way of expanding vocabulary: causes of
borrowing, ways of borrowing, source language vs. language of origin.

3. Different types of classification of borrowings in English.

4. The historical survey of language contacts between English and

other languages. Characteristic features of borrowings from other languages.
The consequences of language contacts for English. The most important
source languages: Celtic, Old Scandinavian, French, Latin, Greek.

5. Etymological doublets. International words.

OcHoBHas JuTEpaTypa:

Arnold 1.V. The English Word. — M. : Beiciias mikomna, 1986. — P. 252-261.

3vixkosa U.B. TlpakTuueckuil Kypc aHDIMICKOM Jiekcukonorun = A Practical
Course in English Lexicology. — M. : Akanemusi, 2006. — C. 103-109.
JJonmonHuTEIBHAS JJUTEPATypA:

Ginzburg R.S., Khidekel S.S., Knyazeva GY, Sankin A.A. A Course in
Modern English Lexicology. — M. : Beicimas mkona, 1979. — P. 160-175.

Aumpywuna I'b., Aganacvesa  O.B., Mopozosa H.H. Jlekcukonorus
aHTIUiCcKoro s3bika. — M. : Jlpoda, 2001. — C. 44-56, 62-71, 276-278.

babuu I'H. Lexicology: A Current Guide = JIeKCHKOJIOTHS aHIJIMMCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 20-32.

Jluneeucmuueckuii snyukioneouyeckutl crosaps / I'm. pen. B.H. Spuesa. —
M. : Cos. sunuknoneaus, 1990.

PEKOMEHJIYEMbIA NEPEYEHD TPAKTUYECKHUX 3AJIAHUHA

1. Aumpywuna I'b., Aganacvesa  O.B., Mopozosa H.H. Jlekcukomorus
aHruickoro s3eika. — M. : llpoda, 2001. — C. 57-61, ymp. 2-14, c. 71-77, ynp.
2-14.

2. babuu I'H. Lexicology: A Current Guide = JlekcHKOIOTHS aHIJIMHCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 32-35, ynp. 4, 5,7, 9, 11-13.



3. 3vikosa U.B. TlpakTudyeckuil Kypc aHTIIMHCKOM jekcukonoruu = A Practical
Course in English Lexicology. — M. : Akagemus, 2006. — C. 110-120, ynp. 1-
24,

Monyas S. @pa3zeonorus

Seminar 6: FREE WORD COMBINATIONS AND PHRASEOLOGICAL
UNITS (2 u.)

1. Free word combinations and set expressions. The meaning of a word
combination. Lexical and grammatical valency.

2. The main characteristic features of phraseological units. The mechanisms of
creating phraseological units.

3. Classification of phraseological units. The principles that underlie each of
the classifications.

4. Challenges of translating phraseological units.

5. Proverbs, sayings and clichés.

OcHoBHas JuTEpaTypa:
Arnold 1.V. The English Word. — M. : Beicuias mkona, 1986. — P. 24, 165-
181, 200.

3vikosa U.B. TlpakTuueckuil Kypc aHDIMICKOM Jiekcukonorun = A Practical
Course in English Lexicology. — M. : Akanemusi, 2006. — C. 121-124, 128-136.

JJonmonHuTEIBHAS JJUTEPATypA:
Ginzburg R.S., Khidekel S.S., Knyazeva G.Y,, Sankin A.A. A Course in
Modern English Lexicology. — M. : Beicmas mkona, 1979. — P. 64-88.

Aumpywuna I'B., Agpanacvesa O.B., Mopozosa H.H. Jlexcuxonorus
aHTIIUHCKOTO si3bIKa. — M. : Jlpoda, 2001. — C. 225-236, 242-251.

babuu I'H. Lexicology: A Current Guide = JIeKCHKOJIOTHS aHIJIMMCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 90-95, 98-107.

Tsuwuanu H.b. CoBpeMEeHHBIM aHIMIMMCKUM s3bIK. JIekcukomorus = Modern
English Studies. Lexicology. — M. : Akagemus, 2007. — C. 126-129, 193-205.

Jluneeucmuueckuii sHyukioneouyeckutl crosaps / I'nm. pen. B.H. Spuesa. —
M. : Cos. sunuknoneaus, 1990.

PEKOMEHJIYEMbIA NEPEYEHD TIPAKTUYECKUX 3AJIAHUHA

1. Aumpywuna I'b., Agpanacvesa O.B., Mopozosa H.H. Jlexcuxonorus
aHTIUHCKOTO s3biKa. — M. : Jlpoda, 2001. — C. 237-241, ymp. 2-14, c. 252-258,
yap. 2-11.



2. babuu I''H. Lexicology: A Current Guide = JIekcukoaorust aHTIIMHCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 95-97, ynp. 8-12, ¢. 108-110, ymp. 6-
10.

3. 3vikosa U.B. TlpakTndeckuit Kypc aHIIIMHCKOM ekcukonorun = A Practical
Course in English Lexicology. — M. : Akanemus, 2006. — C. 125-128, ymp. 1-8,
c. 137-144, ynp. 1-13.

Monyab 6. IudpPepenunanms JeKCUKH

Seminar 7: DIALECTOLOGY (2 4.)

1. Dialectology as a branch of linguistics. Geographical and social
differentiation of vocabulary. Standard language, variant, dialect.

2. The variants of English on the British Isles: their specific
features.

3. The dialects of British English: dialectal words.

4. The variants of English across the globe: American, Canadian,

Australian, New Zealand, Indian.
3. The dialects of American English. African American Vernacular
English (AAVE).

OcHoBHas JuTEpaTypa:
Arnold 1.V. The English Word. — M. : Beicias mikona, 1986. — P. 262-271.

3vikosa U.B. IlpakTuueckuil Kypc aHDIMICKOM Jiekcukoiorun = A Practical
Course in English Lexicology. — M. : Akanemus, 2006. — C. 145-165.

JJonmonHuTEIBHAS JJUTEPATypA:
Ginzburg R.S., Khidekel S.S., Knyazeva G.Y., Sankin A.A. A Course in
Modern English Lexicology. — M. : Beicmas mkona, 1979. — P. 200-209.

Aumpywuna I'B., Agpanacvesa O.B., Mopozosa H.H. Jlexcuxonorus
aHTIuicKoro s3eika. — M. : Jlpoda, 2001. — C. 259-266.

babuu I'H. Lexicology: A Current Guide = JIeKCHKOJIOTHS aHIJIUMCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 145-160, 163-172.

T'suwuanu H.b. CoBpeMEeHHBIM aHIMTUMCKUM s3bIK. JIekcukomorus = Modern
English Studies. Lexicology. — M. : Akanemus, 2007. — C. 23-30.

Jluneeucmuueckuii sHyukioneouyeckutl crosaps / I'm. pen. B.H. Spuesa. —
M. : Cos. sunuknoneaus, 1990.

PEKOMEHJIYEMbIA NEPEYEHD TPAKTUYECKUX 3AJIAHUHA
1. Aumpywuna I'b., Agpanacvesa O.B., Mopozosa H.H. Jlexcuxonorus
aHTIuicKoro s3eika. — M. : Jlpoda, 2001. — C. 267-275, ymp. 2-19.

2. babuu I'H. Lexicology: A Current Guide = JIekcukoaorust aHTITMHCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 161-162, ynp. 4-7, c. 173, ynp. 4-6.



3. 3vikosa U.B. TlpakTudeckuit Kypc aHIIMiCKoM ekcukonoruu = A Practical
Course in English Lexicology. — M. : Akanemusi, 2006. — C. 166-186, ymp. 1-
25.

Monyas 7. Jlekcuxkorpagus

Seminar 8: LEXICOGRAPHY (2 4.)
The history of dictionary making.

Main problems of dictionary compiling.

Classification of dictionaries.

Analyze different types of dictionaries in terms of their
structure, range of data, type of information given.
5. Modern trends in English lexicography. Electronic dictionaries

and how to use them.

sl S

OcHoBHas JuTEparypa:
Arnold I.V. The English Word. — M. : Beiciias mkona, 1986. — P. 272-285.

3vikosa U.B. TlpakTuueckuil Kypc aHDIMICKOMN Jiekcukonoruun = A Practical
Course in English Lexicology. — M. : Akanemus, 2006. — C. 187-200.

JJonmonHuTEIBHAS JJUTEPATypA:
Ginzburg R.S., Khidekel S.S., Knyazeva G.Y., Sankin A.A. A Course in
Modern English Lexicology. — M. : Beicmas mkona, 1979. — P. 210-233.

babuu I'H. Lexicology: A Current Guide = JIeKCHKOJIOTHS aHIJIUMCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 133-140.

Tsuwuanu H.b. CoBpeMEeHHBIM aHIMIUMCKUM s3bIK. JIekcukomorus = Modern
English Studies. Lexicology. — M. : Akagemus, 2007. — C. 157-168, 176-179.

Jluneeucmuueckuii sHyukioneouyeckutl ciosaps / I'm. pen. B.H. Spuesa. —
M. : Cos. sunuknoneaus, 1990.

PEKOMEHJIYEMbIA NEPEYEHD TPAKTUYECKHUX 3AJIAHUHA

1. babuu I'H. Lexicology: A Current Guide = JlekCHKOIOTHS aHIJIMHCKOTO
a3bika. — M. : @nunra : Hayka, 2008. — C. 140-144, ynp. 3-5, 7-9.

2. 3vikosa U.B. TlpakTuyeckuil Kypc aHTIUHCKON jekcukonoruu = A Practical
Course in English Lexicology. — M. : Akanemus, 2006. — C. 202-216, ynp. 1-
11.



IHPUMEPHASA TEMATHUKA KYPCOBBIX PABOT
1. JlepyBanmOHHBIIA NOTEHIMAI 3aMMCTBOBAHHBIX CJIOB.

N

3auMCTBOBaHHasi JIEKCUKa U OCOOECHHOCTH ee (YHKUMOHUPOBAHUS B
NyOIUIIUCTHYECKOM TEKCTE.

3oomeTadopa B aHIIIUKUCKOM U PYCCKOM SI3bIKaX: KOHTPACTUBHBINA aHATIHU3.
KorHutuBHbIE aCMIEKThl CEMAHTUKH META(OPUUECKUX HHHOBAIIUH.
KorHutuBHbBIE METOIBI HCCIIEOBAHMS CEMAHTUUECKOU CTPYKTYPHI CIIOBA.

A I

Kpocc-KyabTypHBIE U KPOCC-TUHTBUCTUYCCKHUE Pa3IUYMs B CHTYaIHSAX
MOBCEAHEBHOTO OOIIEeHNs (Ha Marepualie aHIIMKACKOTO W PYCCKOTO
SI3BIKOB).

=

KynbTypHBIil ONBIT Kak (akTop 3aMMCTBOBAHUI B aHIIMMCKOM SI3BIKE.

8. Jlekcudeckas BaJICHTHOCTb CJIOBAa KaK IPOSIBICHHUE A3bIKOBOW KApTHUHBI
MHpa.

9. MotuBauus cioBa B AHIIMHCKOM M PYCCKOM SI3bIKaX KaK OTpa)XX€HUE
A3BIKOBOM M KYIBTYPHON KapTHUH MUPA (COMOCTaBUTEIbHBIN aHAIIN3).

10. HaumoHaneHO-KyIbTypHasl cielupuKa aHIITUHCKUX (HPa3eooru3MoB.

11.Heonornueckue  TeHACHIMU B  OOpa3oBaHUM  CIEHTU3MOB U
KOJIJIOKBHAJIM3MOB B aHITIMHCKOM SI3BIKE.

12.00pa3Hblii CTpOW MOCHOBHUIBI KaK OTpa)XXeHUE KYyIbTYPHOU KapTHUHBI
MHpa HapoJa.

13.0cHOBHBIE MEXaHHM3MBbI CO3/IaHHUs  (PPa3eoIOrHYECKUX OOOPOTOB B
AHITIMHCKOM SI3BIKE.

14.OcHoBHBIE MTPOOIEMBI CO3AAHUS MEKTPOHHBIX CIOBape M CrocoObl UX
pa3pelIeHus.

15.0cobeHHOCTH  HCTONB30BaHUS AHMIMKWCKOTO SI3bIKAa 32 IpelesaMu
BenukoOpuranumu.

16.0cobeHHOCTH HOMUHALIMY B Ha3BaHUSAX aHTIMICKUX TOBAPOB.

17.0cobenHocTH ynorpeOneHus 3BPEeMU3MOB B MOTUTHUYECKON peKIIame.

18.0OcobenHocTy (YyHKIMOHUPOBAHUSA CKAaHAWHABCKUX 3aUMCTBOBAaHUN B
AHITIMHCKOM SI3BIKE.

19.1IpuumnHbl HEWTpaTU3aluu MeTaQophl B EPEBOJE.

20.TTonUTKOPPEKTHOCTH KakK (PaKTOp S3bIKOBOM KapTUHBI MUPA.

21.IIparMaTuyecKkue aCEKTHl U3YUYEHUS AHIIIMIICKOTO UHTEPHET-CIIEHTA.

22 Ilpobnema Bbli€NIEHUS TOMUHAHTHl CHHOHUMUYECKOTO PS/Ia.



23.Ilpobnema BbIAEICHUS KOTHUTHBHBIX COCTABISIIOINIMX MHOTO3HAYHOI'O
CJIOBA.

24 Peanuzauus nepudepuitHpIX ceM BO (hpazeosiornueckux 00opoTax.

25.Cunonumust ahopu3MOB U MOCIIOBULL B aHIJIUHCKOM SI3bIKE.

26.CneHr Kak OTpak€HHME KYJIbTYPHBIX OCOOEHHOCTEH  OTAENbHOM
COLMAJIBHOU TPYIIIIBI.

27.CnoBoobOpa3oBareibHble  MOJEIM  HEOJOTM3MOB B COBPEMEHHOM
AHTJIMICKOM SI3BIKE.

28.CoBpeMeHHbIE TUHTBOCTPAHOBETUECKHUE PEATIMU B AHITIUHCKOM S3BIKE.

29.ConMoAMHIBUCTHYECKHE 0COOCHHOCTH AIIEKTPOHHOM peyH.

30.CoocoObl CMATYEHUST HETATUBHONM KOHHOTAIIMH.

IMPUMEPHASI TEMATUKA KOHTPOJIbHBIX 3AJIAHAH
K monyJro 1. C10BO Kak 00beKT JIEKCUKOJIOTHH

. What does lexicology deal with? Define the object of lexicology.
. What are the branches of lexicology? Discuss the difference between
diachronic and synchronic, comparative and contrastive lexicological
studies.
. In what relation do words and morphemes stand to each other in the
hierarchy of linguistic units?
. What does the term «word» denote? Give a brief account of the main
characteristics of the word as the main unit of language.
. What is understood by the semantic unity of a word? Which of the following
possesses semantic unity — a bluebell (R. xonoxonvuux) or a blue bell (R.
cunuti 6yoenuux). Explain.
. Group the italicized words according to their type of motivation: a) words
phonetically motivated; b) words morphologically motivated; ¢) words
semantically motivated.
. Define the type of nomination process taken place in the following words: a)
direct nomination; b) indirect / secondary nomination.

K monyJio 2. Jlekcnyeckasi CeMaHTUKA

31.Group the following words into three columns in accordance with the

sameness of their 1) grammatical; 2) lexical; 3) part-of speech meaning.

32.I1dentify the denotative and connotative elements of lexical meaning in the

given words. Analyze the similarity and difference between the components
of connotative meaning in each pair of words.

33.Find in the following list of words synonymic series and classify them in to

three groups: a) ideographic synonyms; b) stylistic synonyms; c)
ideographic-stylistic synonyms.



34.Classify antonymous pairs into contradictories, contraries and incompatibles.

35.0rganize the given words in accordance with their hyponymic relations.
Enumerate the general terms (hyperonyms).

36.Classify the following words and word-combinations into lexico-semantic
groups (1) and semantic fields (2) under the headings ... (e.g. “education”
and “feeling”).

37.Read the sentences in which the polysemantic word ... (e.g. simple) is used.
Give all the lexico-semantic variants constituting the semantic structure of
this word. Check yourself by a dictionary. Translate the sentences into
Russian.

38.Classify the given words into: 1) homonyms proper; 2) homophones; 3)
homographs. Give meanings of these words.

39.Define the kind of association (metaphor or metonymy) involved in the
semantic change.

40.What semantic processes have taken place in the following words in the
course of the development? Write after each word its original meaning as
given in the dictionary.

K mopyuao 3. CiioBooOpa3oBanue

1. Divide the following words into parts putting a slant line (/) at the point of
division. Explain how the parts produce the total meaning.

2. Segment the following words into morphemes. Define (a) the semantic types
and (b) the structural types of morphemes constituting the given words.
Model: aimless
The word aimless can be segmented into two morphemes: aim- + -less.

a) semantically aim- is a root morpheme; -/ess is an affix.

b) structurally aim- is a free morpheme; -/ess is a bound morpheme.

3. Analyze the following words from the point of view of their ICs and UCs
applying an affix or a root principle.

Model: uncommonly
The morphemic analysis of the word wuncommonly is based on the
application of the affix principle and includes the following stages:

1) uncommon- (IC) + -ly (strangely, sadly) (IC / UC);

2) un- (unsafe, unclean) (IC /UC) + -common (IC / UC).

The word consists of 3 UCs.

4. What prefixes would be used with the following words to make them
negative?

5. Explain the difference between the meanings of the following words
produced from the same root by means of different suffixes. Translate the
words into Russian.



6. Define the part of speech of the italicized words. State what parts of speech
they are derived from by conversion. Translate the sentences into Russian.
Model: Still water of the lake mirrors the trees.

The word mirror is a verb which is derived from the noun mirror by means
of conversion. Henoosuoichas enads o3epa ompasxicaenm 0epesusl.

7. State the difference in meaning of the given compounds possessing different
distributional patterns. Find examples of your own.

Model: finger-ring — ring-finger

The compound word finger-ring denotes “a ring which is worn on a finger”,
whereas the compound word ring-finger means “the finger next to the little
finger, especially of the left hand, on which the wedding ring is worn™. The
different order and arrangement of the same ICs (i.e. different distributional
patterns) signal the difference in meaning.

8. Give structural formulas of the following words. Classify the words into: 1)
suffixal derivatives; 2) prefixal derivatives; 3) conversions; 4) compound
words.

Model: blackness, table-cloth

The structural formula of the word blackness is a + -sf — N. The given word
is a suffixal derivative. The structural formula of the word table-cloth is n +
n — N. Table-cloth is a compound word.

9. In accordance with the part that is cut off to form a new word classify cases
of shortening into four groups: 1) initial shortenings (aphesis); 2) medial
shortenings (syncope); 3) final shortenings (apocope); 4) both initial and
final shortenings.

10.Determine the original components of the following blends. Define which
type (additive or restrictive) the blends belong to.

11.From the sentences given below write out the words built up by back-
formation. Give the original words from which they are formed.

Model: They commentate on live Monday matches.
The word commentate (v) is formed by means of back-derivation. The word
from which it was formed is commentator (n).

12.Group the words formed by sound-interchange into: 1) those formed by
vowel-interchange or ablaut (& suffixation); 2) those formed by consonant-
interchange; 3) those formed by combining both means, i.e. vowel- and
consonant-interchange.

K monyJro 4. dtumosiorus

1. Subdivide the following words of native origin into: a) those of Indo-
European origin; b) those of Common Germanic origin; ¢) English words
proper.



. State whether the italicized words were borrowed into English directly or
indirectly, i.e. through another language. Define the source and origin of the
given borrowed words.
Model: obelisk < L obeliscus < Gr obeliskos
The word obelisk was borrowed into the English language indirectly, i.e.
through another language. The source of borrowing is Latin, whereas the
origin of borrowing is Greek.
. State the etymology of the following words. In case of difficulty consult a
dictionary.
. Classify the given words into three columns: a) completely assimilated
borrowings; b) partially assimilated borrowings; c¢) unassimilated
borrowings or barbarisms.
. Compare the meaning of the following pairs of etymological doublets and
define the origin.
. Give the false cognates (= false friends) in the Russian language to the given
English words. State the difference in their meanings.
Model: argument
The false cognate of the word argument is the Russian word apeymenm. The
word argument means “an angry disagreement between people”, whereas the
word apeymenm has the meaning “reasoning”.
K monyJio 5. ®@paseosiorus

. Explain the meanings of the following combinations of words a) as free
word combinations and b) as phraseological units.
. Using the data of various dictionaries compare the grammatical valency of
the following words (e.g.: worth and worthy, observance and observation).
. Here are some English words. Give words of the same root in Russian.
Compare their valency.
E.g.: situation, surprise, ...
. From the lexemes in brackets choose the correct one to go with each of the
synonyms given below.
E.g.: acute, keen, sharp (knife, mind, sight)
. Adduce examples of illustrative phraseology following the pattern.
E.g.: to breed an animal (horses, cows, pigs, geese, foxes, crocodiles etc.)

to keep domestic animals (cats, dogs, horses, a cow etc.)
. State the type of transference on which the meaning of the given
phraseological units is based.
. Classify the italicized phraseological units into: 1) phraseological fusions; 2)
phraseological unities; 3) phraseological combinations. Contexts will help
you to understand the meaning of phraseological units. In case of difficulty
consult a dictionary.



8. Here are some phrases which include the adjective ... (e.g. green).

Which of them are idiomatic and how can they be paraphrased by using free
word combinations? Consider their Russian equivalents in terms of degrees
of idiomaticity.

9. Come up with the remainder of the proverb for the first half of it. Give its
Russian equivalent.

E.g.: Don't bite the hand that ......................ccoviiiiiiiininnn. :
K monyJro 6. Inddepenunanus JeKCuKn

1. With the help of a dictionary define the stylistic value of each of the
following words (neutral, formal, colloquial, slang etc.).

2. The italicized words and word-groups in the following extract(s) belong to
formal style. Classify them into three groups: a) learned words; b) terms or
c¢) archaisms. Look up unfamiliar words in the dictionary.

3. The vocabulary of any scientific text may be classified into three main
groups: 1. words of general language; 2. words belonging to scientific prose
as a genre; 3. terms (specific for that concrete branch of science). Analyse
the given text from this point of view.

4. The italicized words and word-groups in the following extract(s) are
informal. Write them out in two columns: a) slang or b) colloquial. Look up
any words you do not know in the dictionary.

5. Explain the meaning and the origin of the following neologisms and state
which of them have already come into everyday speech.

6. Match the italicized Scottish English words from the sentences with the
corresponding Standard English words given in the box.

Model: She devoted her anam to helping others.

The corresponding Standard English word to the Scottish English word
anam 1s life:

She devoted her /ife to helping others.

7. Replace the italicized Irish words with Standard English words from the

box.

Model: Will you sit on the folg, please, and wait for Peter coming.

The Irish word folg can be replaced by the Standard English word sofa: Will
you sit on the sofa, please, and wait for Peter coming.

8. Here are the examples of Cockney rhyming slang. Match the words given in
the left column with the phrases given in the right column.

Model: cousin — baker s dozen

9. Give the British equivalents for the following Americanisms.

10.Explain the difference(s) in the meanings of the following words in
American and British English.

11.Translate the following words giving both the British and American variant.



12.Match the Indian English word with its British English equivalent.

13.Distribute the words from the given series into three groups: a) words used
in American English; b) words used in British English; ¢) words used in
Australian English.

14.Study the meanings of the given words. State which of these words are used
in Canadian English (1), Australian English (2), New Zealand English (3),
South African English (4), Indian English (5). In case of difficulty consult a
dictionary.

15.African American Vernacular English (AAVE). Look up the origin and
meaning of the following words.
E.g.: tote, sambo, TVbonics, yam, backlash, ...

K monyJio 7. Jlekcukorpagusi

1. Classify the given dictionaries into two groups: a) encyclopedic dictionaries;
b) linguistic dictionaries.

2. State which type the given linguistic dictionaries refer to: general —
restricted, explanatory — specialized, monolingual — bilingual, diachronic —
synchronic.

Model: The Longman Dictionary of Phrasal Verbs
The Longman Dictionary of Phrasal Verbs is a restricted, explanatory,
monolingual, synchronic word-book.

3. Choose any three dictionaries and describe the principles of the selection of
lexical units for inclusion in these dictionaries.

4. State the mode of presentation of entries in the following dictionaries. What
information is given in the subentries and run-ons of these dictionaries?
E.g.: The Longman Language Activator (1993), The New Oxford Dictionary
of English (1998), The Cambridge Advanced Learner’s Dictionary (2003),

5. Study the interface screenshots of the Merriam-Webster Online Dictionary
and the Merriam-Webster Online Thesaurus. Speak on the main peculiarities
of these electronic dictionaries of the Internet paying special attention to:

a) their structure and content;

b) access and search systems;

c) information given for each entry;

d) their reference systems.



4.
5.
E.g.:

UTOIOBbIA TECT
Lexicology is the branch of linguistics dealing with ... .
Lexicology has close ties with ... .
The synchronic approach to the study of language material is concerned with

The diachronic approach to the study of language material deals with ... .
Which of the scholars listed below gave this definition to the word?
“The word 1s one of the smallest completely satisfying bits of isolated

‘meaning’, into which the sentence resolves itself”.

6.

Which of the following features does not characterize the word as the basic
unit of language?

Group the words below into three types: a) those with phonetic motivation;
b) those with morphological motivation; ¢) those with semantic motivation.
Which meaning of the polysemantic word ... (e.g. barbaric) is its primary
meaning ...?

a) ... (very cruel and violent)

b) ... (primitive; unsophisticated)

) ... (uncivilized and uncultured)

d) ... (foreign)

9.

The author of the following definition is an advocate of

a) the referential theory of meaning;

b) the functional theory of meaning;

c) the conceptual theory of meaning.

E.g.: “Words mean the thing they make us think of, the meaning of a word is
the tie that connects it with that thing”.

10.Which of these words have no connotative meaning?
11.1dentify the type(s) of connotation which predominates in each sentence.
12.What 1s the secondary meaning of each italicized word based on: a)

metaphor or b) metonymy?



13.The result of semantic change in the word ... (e.g. sport) that meant ...
(“pastime, entertainment”) and now denotes ... (“an activity involving
physical exertion and skill in which an individual or team competes against
another or others for entertainment”) is ...

a) the degradation of meaning

b) the narrowing of meaning

c¢) the elevation of meaning

d) the broadening of meaning

14.Write a homonym next to each word.

15.The words ... (e.g. heir — air) refer to ... .

a) homographs

b) homonyms proper

c) homophones

16.In the sentence ... (e.g. “My auntie (uncle / cousin) has brought (purchased /
hired) a red (green / black) automobile (car / Ford)”) the possible
substitutions of the words that compose it are indicative of the ... relations
between words.

a) syntagmatic

b) paradigmatic

17.The synonyms ... (e.g. teenager — “someone who is between 13 and 19
years old”) and ... (e.g. youth — “a young man between about 15 and 25
years old used especially about groups of young men who behave badly or
do something illegal ") refer to ... .

a) stylistic synonyms

b) ideographic synonyms

c) ideographic-stylistic synonyms

18.The antonyms ... (e.g. happy — sad) refer to ... .

a) contraries

b) contradictories

c) incompatibles

19. Are the prefixes in the following words ... ?

a) allomorphs

b) the same morpheme

¢) homonyms

20.The suffix ... (e.g. —ity) found in the words ... (oddity, purity, stupidity) is a

a) denominal suffix

b) deverbal suffix

¢) noun-forming suffix

21.1dentify the way of word formation in the following words ... .



a) abbreviation

b) conversion

c¢) affixation

d) compounding

e) clipping

f) back formation

g) blending

22.The origin source of borrowing of the word ... (e.g. carat — “a unit of
weight for precious stones and pearls; a measure of the purity of gold”) (<
French < Italian carato < Arabic kirat < Greek keration) are ... .

a) ... (French and Greek)

b) ... (Greek and French)

C) ... (Arabic and Greek)

23.Classify the following words into three groups:

a) fully assimilated borrowings;

b) partially assimilated borrowings;

¢) unassimilated borrowings or barbarisms.

24.Group the following phraseological units into types according to A.V.
Kunin’s classification.

25.The phraseological unit ... (e.g. fo get ones claws into smb.) meaning (“to
find a way of influencing or controlling someone) is a ... .

a) phraseological fusion

b) phraseological combination

c) phraseological unity

26.Which of the following words are Americanisms?

27.The Scottish English word ... (e.g. leid) used in the sentence
(“Linguistics is the study of leid and how people use it”) means ... .

a) ... (speech)

b) ... (language)

c) ... (syntax)

28.The Irish English word ... (e.g. to cog) used in the sentence ... (“/ wouldnt
let just anybody cog my exercise”) denotes ... .

a) ... (to do)

b) ... (to translate)

) ... (to cheat, especially by coping)

29.... (e.g. The Oxford Companion to Twentieth-Century Poetry) is a(n) ... .

a) linguistic dictionary

b) encyclopedic dictionary

30.... (e.g. The English-Russian Dictionary of Synonyms)is ... .

a) ... (general, specialized, bilingual, diachronic)



b) ... (restricted, explanatory, monolingual, synchronic)
c) ... (restricted, explanatory, bilingual, synchronic)
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28. Idioms: their characteristic features. Classifications of idioms.
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of the word as the main language unit. The word as an arbitrary and motivated
sign. Types of motivation. Motivation in compound words.

2. The problem of linguistic meaning. Types of linguistic meaning. Main
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3. The etymological composition of the English lexicon. Native and borrowed words
in English. Characteristics of native words. Borrowings in the English language:
the main source languages, etymological doublets, international words.

4. Stylistic stratification of the English vocabulary. Literary and non-literary strata.
The subsystems of the English lexicon: slang, jargon, euphemisms, neologisms,
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KPUTEPUU OLIEHOK 3HAHUM CTYAEHTOB

[lo okoH4YaHMM Kypca CTYAEHT JOJDKEH 00jafarh 3HAHUSIMHU O CHCTEMHOM
XapakTepe f3blKa, BIaJ€Th OCHOBHBIM (PAKTOJIOIMUECKMM MAaTepUajioM, a TakKkKe
0a30BBIMH METO/IAMH SI3bIKOBOTO aHAJIN3a, IPETyCMOTPEHHBIMU TPOIPAMMOM.

Ouenka «omauuno» CTAaBUTCS, €CIH CTYACHT BEPHO M3JIaracT CyThb
JIEKCUKOJIOTUYECKOTO SIBJICHHS, MOKET OINPEIEIUTh €r0 MECTO U pOJib B CUCTEME
A3bIKa, IEMOHCTPUPYET MPOOJIEMHBIN aACHEKT 3TOTO SBJICHUS.

B mnnaHe NpakTUYECKHMX YMEHHUW CTYOEHT JOJDKEH IPOAEMOHCTPHUPOBATH
BJIAJICHUE OCHOBHBIMHU METOIAMU JIMHTBUCTHYECKOTO aHanusa,
MIPEAYCMOTPEHHBIMHU MPOrPAMMOM, @ UMEHHO: BBINIOJHUTH MPAKTUYECKOE 3aJaHuE
U HAa €ro OCHOBE OOBSCHUTH I1I€JIb METOAMKH, KOHKpPETHbIE ONepaluu u
WHCTpYMEHTapui (MOHATUIHBIN anmapaT U CUCTEMY 0003HAUEHUI), a TAK)KE YMETh
OLICHUTh KOHKPETHYIO METOIMKY B IUIAHE €€ COOTBETCTBHS TOMY WA WHOMY
matepuaiy. [Ipu He0oOXOIUMOCTH CTYACHT AOKEH OTBETUTH Ha JOMOJHHUTENbHbIE
BOIIPOCHI B paMKax TEMaTUKH, MPEIyCMOTPEHHON 3K3aMEHALIMOHHBIM OUJIETOM.

OueHka «xopouio» CTaBUTCS, €CIU JOMYCKAIOTCS HEKOTOPHIE HETOYHOCTH B
TPAKTOBKE SBJIEHHS, HE MCKAXKAIONIME CYTH W TEPMHUHOJIOTHMHM M3JaraéMoro
BOIIPOCA, M €CIIH CTYAEHT HE MOXET CaMOCTOSITENIbHO IPUBECTU IpPUMEP s
WUIKOCTPAllUM  U3J1araéMoOro Marepuajia, HO BEPHO KOMMEHTHPYET IpUMEP
MIPENOIAaBATEN U 1a€T PUMED 110 aHAJIOTUU.

Ounenka  «yodognemeopumenvHoy»  CTABUTCA,  KOTAA  JIOIYCKAIOTCS
3HAYUTEIbHBIE HEAOCTATKU B TPAKTOBKE SIBJICHUS: OMHOCTOPOHHSS €ro TPAKTOBKA,



YIIYIIEHUE WM HEBEPHOE U3JIOKEHUE BAXKHBIX XapaKTEPUCTUK 3TOTO SIBICHUS,
BIIMSIOUIMX HA TOHUMAaHUE €T0 CYTH.

Ouenka «HeyoognemeopumenbHoy CTABUTCS, €CIHU CTYAEHT HE OTpakaeT Uiu
UCKaXKaeT CyTh M3J1araéMoro sIBJICHUS, €CJIM CTYICHT HEBEpPHO OTBEYaeT Ha
JOTIONIHUTENIbHBIE BOMPOCHI MO TEMAaTHKe, 3asBJICHHOM B HJK3aMEHAIIMOHHOM
ouiiere, HE BIIA/IEeT METOJaMHU aHAJM3a, MPETYyCMOTPEHHBIMU IPOTPAMMOM.

METOANYECKHUE PEKOMEHJIALIIUU ITPEIIOJABATEJIIO

W3yunB 11y0oKo coaepkaHue Y4eOHOW JHUCHMIUIMHBI, I1€J1ecOo00pa3Ho
pa3paboTraTh MaTpully HauOojee MPEANOYTUTENbHBIX METOJ0B 00ydeHus u GhopM
CaMOCTOSITEJIbHOM paloThl CTYIEHTOB, aJeKBaTHBIX BHUJAM JICKIIMOHHBIX U
CEMUHAPCKUX 3aHATUM.

[TakeT 3amaHuii 111 CaMOCTOSTENILHOM pabOThI ClieyeT BbIAaBaTh B Hayaje
CEMECTpa, ONPEIEINB OKOHYATEIbHBIE CPOKU MX BBINOJHEHHS U caauu. Opranusys
CaMOCTOATEIIbHYIO paboTy, HEOOXOIMMO MOCTOSTHHO 00y4aTh CTYIEHTOB METOAAM
TaKoil paboThI.

By3o0Bckas nekuus — riaBHOE 3BEHO JIUJAKTUUECKOTo LukKiIa oOyuyeHus. Ee
ueiab — (GOPMHpPOBAHUWE y  CTYAEHTOB OPUEHTUPOBOYHOW OCHOBBI ISt
MOCJIEIYIOUIET0 YCBOCHHS Marepuaja METOA0M CaAMOCTOSITEIbHON paOOTHI.

I[Ipy  BO3HUKHOBEHUM  TPYAHOCTEM B  TMPOLECCE  BBHIMOJIHEHHUS
CaMOCTOSATENIbHOM pPabOThl, B TOM 4YHUCJIE B XOJ€ IMOATOTOBKM K CEMHHAPCKHUM
3aHATUSAM  BEAYLIMHA  MpENoaaBarelib  JOJDKEH  IPEJOCTaBUTh  CTYyIEHTaM
VHJIMBU1yaJbHbIE WM TPYIIOBBIE KOHCYIbTAIINH.

CemuHap NpPOBOAUTCA MO Y3JIOBBIM W HauOoyee CIO0XKHBIM BOIPOCaM
yueOHO# nporpammel. [T1aBHas U onpezaensonias 0COOEHHOCTD JII000ro ceMHHAapa
— HAJM4YMe DJIEMEHTOB  JUCKYCCHUH, MNPOOJEeMHOCTH, Juajora Mexay
MpPENOJIaBaTelieM U CTYyIEHTaMH W CaMHMH CTyJeHTaMu. B KOHIE cemuHapa
PEKOMEHAYETCS AaTh OLIEHKY BCETO CEMUHAPCKOTO 3aHATHS.

IIpy mnpoBeneHUM arTeCTallMM CTYAEHTOB BaXXHO BCErJa IIOMHHTh, 4TO
CUCTEMATUYHOCTh, 0ObEKTUBHOCTh, APTYMEHTUPOBAHHOCTh — IJIaBHBIC TIPUHIIUIIBI,
Ha KOTOpPBIX OCHOBaHbl KOHTpPOJIb M OLIEHKa 3HaHUW CTyaeHToB. [IpoBepka,
KOHTPOJIb M OLIEHKAa 3HAHUU CTYAEHTOB TpPeOYyIOT yyeTa €ro WHIAUBUIYaJIbHOTO
CTWIS B OCYIIECTBICHUU Yy4eOHOW JeATEeTbHOCTH. 3HAHUE KPUTEPHUEB OLEHKU
00s13aTeNbHO JIJISl TPEenoAaBaresis U CTyIeHTa.

PEKOMEHJIAIINUA 11O OPTAHU3ALINU
CAMOCTOSTEJBHOM PABOTBI CTYJAEHTOB



O3HAaKOMHMBIINCH C COACPIKAaHUCM KYypcCa «JIeKCHKOJIOTHSL aHTJIMICKOIO

A3bIKa» Ha JICKOIUOHHBIX 3adHATHAX, CTYACHTAM PCKOMCHAYCTCA MIPOHOJIKUTDH

YCBOCHHME MaTepualia METOJOM CaMOCTOSTEIbHOW padoThl, OCHOBHBIMHU (popmMamu

KOTOpOﬁ ABIIATOTCS CIICAYIOIIHUEC BUABI JCATCIIBHOCTH:!

1.
2.

BBITIOJIHEHUE NTPAKTUYECKUX 3aaHUM;

HaIMCaHue JI0KJIAJ0B Uiu pedepaToB (C MOCIENYIOUUM UX OOCYKIECHUEM B

CEMUHAPCKOM rpytIe);

MOJIyYeHHE OlbITa MYOJIMYHBIX BBICTYIJICHUH: HalpuMep, MOArOTOBKa

npe3entanuii (Ha 7-10 MuH.) O TeMaM, BBIHECEHHBIM Ha CaMOCTOATEIbHOE

U3y4eHHE (C UCIIOJIb30BAHUEM MYJIBTUMEIUUHBIX CPEACTB);

caMOCTOsITEeNIbHAsL paboTa ¢ HAyYHOM JUTEPaTypoH, a TaKXKe pa3InYyHBIMU

CJIOBapsIMU (TOJTKOBBIMU, STUMOJIOTUYECKUMU, TE3aypycamu | T.1.).
CpencrTBa o0ecnieyeHus1 yCBOCHUS JUCHUIINHBI:

y4e€OHUKH, CTIPABOUYHUKH, CIIOBAPH;

HETEXHUYECKUE BCIIOMOTaTeNIbHbIE CPEACTBA: LIEHTPAIbHbIE NIEPUOAUYECKUE

U3JIaHUsl, MECTHBIE HAy4YHbIe COOPHUKH, pa3/laTOYHBIA MaTepHall, TeCThI;

MaTepuaibHO-TEXHUYECKOe  oOecreyeHue  AUCIHUIUIMHBI:  CIEUHATbHO

000OpyIOBaHHbIE AYIUTOPUHU, JAEMOHCTpPALlMOHHOE 00OpynoBaHHE (dKpaH U

(MY/IbTUMEIUIHBIN) MPOEKTOp), UWUTAIbHBIA 3a]1 M HAy4YHBIA OTHENd

o6ubnuoreku PI'Y.
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